**Лабораторная № 10**

**Тема: Многопоточность систем. Синхронизация потоков. Мьютексы. Семафоры.**

Контрольные вопросы:

1. Что такое"Ппроцесс"? Приведите пример процесса.
2. Что выполняют процессы?
3. Что такое "Поток"? Приведите пример потока.
4. Для чего используются потоки?
5. Что такое "Вытесняющая многозадачность системы"?
6. Приведите диаграмму, которая отображает порядок событий во времени и состояние потока выполняющегося приложения между этими событиями.
7. Что значит VCL-поток?
8. Опишите понятие "Синхронизация потоков".
9. Что значит "Атомарность действия"?
10. Опишите конкуренцию потоков.
11. Опишите завершение потока (несколько методов).
12. Опишите критические секции.
13. Дайте определение понятию "Мьютекс".
14. Дайте определение понятию "Семафоры".
15. Опишите роль семафоров при управлении потоками данных.
16. Опишите дополнительные механизмы синхронизации потоков.
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Глава 1. Что такое потоки (threads)? Для чего их использовать?  
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Из истории.  
  
На заре компьютерной эры все программирование было в основном однопоточным. Вы создавали программу, пробивая дырочки в перфокартах или ленте, относили стопку карт в местный вычислительный центр, и через несколько дней получали другую стопку, в удачных случаях содержащую требуемые результаты. Вся обработка велась по принципу - что раньше поступило, раньше выполняется, и при запуске вашей программы она одна использовала компьютерное время.   
Но все меняется. Концепция многопоточного исполнения впервые появилась на системах с разделением времени (time sharing), где несколько человек могли одновременно работать на центральном компьютере. Важно отметить, что процессорное время просто делилось между пользователями, а уже сама операционная система использовала концепции "процессов" и "потоков". Настольные компьютеры прошли тот же путь. Раньше DOS и Windows были однозадачными. На компьютере могла исполняться лишь единственная программа. С усложнением приложений и ростом требований к персональному компьютеру, особенно в отношении высокой производительности графики и сетевых возможностей, потребовались многопроцессные и многопоточные операционные системы.   
  
Определения.  
  
Сначала определим, что называется **процессом**. Большинство пользователей Windows 95, 98 и NT имеют об этом хорошее интуитивное представление. Они рассматривают процесс как программу, которая выполняется на машине, сосуществуя и разделяя ресурсы процессора, диска и памяти с другими программами. Программисты знают, что процесс - это вызов исполняемого кода, причем этот код уникален и его инструкции выполняются в определенном порядке. В общем, процессы изолированы. Используемые ими ресурсы (память, диск, ввод-вывод,процессорное время) виртуальны, так что каждый процесс имеет свой набор ресурсов, не разделяя их с другими, что обеспечивается операционной системой. Процессы выполняют **модули кода**. Они могут быть раздельными, например, модули кода Windows Explorer и Microsoft Word - различны. Однако они могут быть и общими, как в случае библиотек DLL. Код DLL обычно исполняется во многих процессах, и часто одновременно. Выполнение инструкций в целом для разных процессов не упорядочено: Microsoft Word не останавливает открытие документа во время посылки данных из очереди принтера! Конечно, когда разные процессы взаимодействуют, програмист должен следить за порядком, о чем будет рассказано ниже.   
Следующее определение - **поток** (нить, thread). Концепция потоков появилась, когда стало ясно, что желательно иметь приложения, осуществляющие набор действий с наименьшими затратами на переключение, по возможности одновременно. В ситуациях, когда некие действия могут вызвать существенную задержку в одном из потоков (например, ожидание ввода от пользователя), часто желательно, чтобы программа имела возможность осуществлять другие действия независимо (например, фоновую проверку орфографии или обработку входящих сетевых сообщений). Однако создание нового процесса для каждого действия (с соответственно возникающей задачей обеспечения их взаимодействия) часто является неоправданным.   
  
Пример.  
  
Если нужно показать хороший пример многопоточности, то на эту роль прекрасно подходит Проводник (т.е. Windows Shell). Сделайте двойной щелчок на "My Computer", и откройте несколько папок, создавая новое окно для каждой. Теперь запустите длительное копирование в одном из окон. Появляется индикатор копирования, и это окно не отвечает на действия пользователя. Однако все другие окна можно использовать. Очевидно, что несколько действий может исполняться одновременно при единственной запущенной копии explorer.exe. В этом и состоит сущность многопоточности.   
  
Разделение времени.  
  
В большинстве систем, поддерживающих многопоточность, может быть много пользователей, делающих одновременные запросы к вычислительной системе. Обычно число процессоров в системе меньше, чем число потоков, которые могут исполняться параллельно. Большинство систем поддерживает **разделение времени** (time slicing), известное также как **вытесняющая многозадачность** (pre-emptive multitasking) для решения этой проблемы. В системе с разделением времени потоки запускаются на короткое время, а затем вытесняются; т.е. таймер периодически заставляет ОС заново решать, какие потоки должны исполняться, потенциально останавливая уже выполняющиеся потоки, и запуская другие, которые были приостановлены. Это позволяет даже единственному процессору выполнять много потоков. На PC эти промежутки времени составляют порядка 55 миллисекунд.   
  
Для чего используют потоки?  
  
Потоки не должны изменять семантику программы. Они просто изменяют время выполнения операций. В результате они почти всегда используются для изящного решения проблем, связанных с производительностью. Вот несколько примеров ситуаций, в которых можно использовать потоки:

* Выполнение длительных действий: когда приложение ведет расчеты, оно не отвечает на сообщения, в результате не обновляется экран.
* Выполнение фоновых действий: некоторые задачи не критичны ко времени, но должны выполняться постоянно.
* Выполнение действий по вводу-выводу (I/O): работа с диском или сетью может привести к неопределенным задержкам. Потоки дадут возможность в таких случаях не останавливать исполнение других частей программы.

Все эти примеры имеют общее: некоторые действия в программе могут вызвать потенциально большую задержку в работе CPU, недопустимую для других операций, которые нужно провести *именно сейчас* . Конечно, есть и другие преимущества, например:

* При использовании многопроцессорных систем: приложение с единственным потоком не будет использовать два или более процессоров! В Главе 3 это объяснено более детально.
* Эффективное разделение времени: используя приоритеты процессов и потоков, вы обеспечите наиболее правильное использование времени CPU.

Мудрое использование потоков делает медленные, плохо взаимодействующие с пользователем программы быстрыми и удобными, эффективными, и может значительно улучшить как производительность, так и удобство использования.

Глава 2. Создание потока в Delphi.  
  
Содержание:

* Предисловие с диаграммой.
* Наш первый не-VCL поток .
* Что именно делает эта программа?
* Проблемы и сюрпризы.
* Проблемы запуска.
* Проблемы взаимодействия.
* Проблемы завершения.

Предисловие с диаграммой.  
  
До расмотрения деталей создания потока и выполнения его кода независимо от основного потока приложения необходимо разобраться в диаграмме, иллюстрирующей динамику выполнения потока. Это значительно нам поможет, когда мы начнем разрабатывать многопоточные программы. Рассмотрим пример 1

|  |
| --- |
| **Код** |
| unit test;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls;  type    TForm1 = class(TForm)     Button1: TButton;     procedure Button1Click(Sender: TObject);   private     { Private declarations }   public     { Public declarations }   end;  var   Form1: TForm1;  implementation  {$R \*.DFM}  procedure TForm1.Button1Click(Sender: TObject); begin   ShowMessage('Hello World!'); end;  end. |

.   
Приложение имеет один исполняемый поток: основной поток VCL. Его работу можно проиллюстрировать диаграммой, показывающей состояние потока в течение времени выполнения. Ось времени направлена вниз. Описание этой диаграммы будет относиться и ко всем последующим диаграммам выполнения потоков.

[![--Resize_Images_Alt_Text--](data:image/gif;base64,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)](http://files.vingrad.ru/petrovich/delphi_winapi_potoki/fig1.gif)

Заметьте, что эта диаграмма не показывает деталей выполнения алгоритмов. Вместо этого она отображает порядок событий во времени и состояние потока приложения между этими событиями. Имеет значение не фактическое расстояние между разными точками на диаграмме, а их вертикальное упорядочение. Некоторые части этой диаграммы следует рассмотреть особенно подробно.   
Поток приложения не выполняется непрерывно Могут быть длинные периоды времени, когда он не получает никаких внешних стимулов, и совсем не выполняет вычислений или действий. Память и ресурсы приложением заняты, и окно находится на экране, но CPU не исполняет кода.   
Приложение запущено, и выполняется основной поток. Как только создано главное окно, работы больше нет, и поток попадает в часть кода VCL, которая называется цикл обработки сообщений, опрашивающий операционную систему о наличии сообщений. Если нет сообщений, требующих обработки, операционная система **приостанавливает** (suspend) поток.

* В некоторый следующий момент, пользователь нажимает на кнопку, чтобы отобразить текстовое сообщение. Операционная система **возобновляет** (resume) основной поток и передает ему сообщение, указывающее, что кнопка нажата. Основной поток теперь снова **активен**.
* Этот процесс resume - suspend происходит несколько раз. Для иллюстрации я ввел ожидание подтверждения пользователем закрытия окна сообщения, и ожидание нажатия кнопки закрытия. На практике могут быть получены и многие другие сообщения.

Наш первый не-VCL поток.  
  
Хотя Win32 API обеспечивает исчерпывающую поддержку многопоточности, для создания и уничтожения потоков, в VCL имеется полезный класс, TThread, который предоставляет более высокоуровневый подход, значительно упрощает работу и помогает программисту избегать некоторых неприятных ловушек, в которые можно попасть при недостатке опыта. Я рекомендую использовать именно его. Система помощи Дельфи дает неплохое введение в создание класса потока, так что я не буду подробно рассказывать о последовательности действий для создания потока, за исключением того, что предложу выбрать пункт меню *File| New...* и затем *Thread Object .*  
Этот пример содержит программу, которая вычисляет, является ли данное число простым. Она состоит из двух модулей, один с обычной формой, и один с объектом потока. Она более или менее работоспособна, но обладает несколькими неприятными особенностями, которые иллюстрируют основные проблемы, с которыми встречаются программисты, разрабатываюшие многопоточные приложения. Мы обсудим пути их преодоления позже. Модуль формы

|  |
| --- |
| **Код** |
| unit PrimeForm;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls;  type   TPrimeFrm = class(TForm)     NumEdit: TEdit;     SpawnButton: TButton;     procedure SpawnButtonClick(Sender: TObject);   private       { Private declarations }   public       { Public declarations }   end;  var   PrimeFrm: TPrimeFrm;  implementation  uses PrimeThread;  {$R \*.DFM}  procedure TPrimeFrm.SpawnButtonClick(Sender: TObject);  var   NewThread: TPrimeThrd;  begin   NewThread := TPrimeThrd.Create(True);   NewThread.FreeOnTerminate := True;   try     NewThread.TestNumber := StrToInt(NumEdit.Text);     NewThread.Resume;   except on EConvertError do     begin       NewThread.Free;       ShowMessage('That is not a valid number!');     end;   end; end;  end. |

и модуль объекта потока.

|  |
| --- |
| **Код** |
| unit PrimeThread;  interface  uses   Classes;  type   TPrimeThrd = class(TThread)   private     FTestNumber: integer;   protected     function IsPrime: boolean;     procedure Execute; override;   public     property TestNumber: integer write FTestNumber;   end;  implementation  uses SysUtils, Dialogs;  function TPrimeThrd.IsPrime: boolean;  var   iter: integer;  begin   result := true;   if FTestNumber < 0 then   begin     result := false;     exit;   end;   if FTestNumber <= 2 then     exit;   for iter := 2 to FTestNumber - 1 do   begin     if (FTestNumber mod iter) = 0 then     begin       result := false;       {exit;}     end;   end; end;  procedure TPrimeThrd.Execute; begin   if IsPrime then     ShowMessage(IntToStr(FTestNumber) + 'is prime.')   else     ShowMessage(IntToStr(FTestNumber) + 'is not prime.'); end;  end. |

Что именно делает эта программа?  
  
Всякий раз, когда нажата кнопка "Spawn", программа создает новый объект потока, инициализирует несколько его полей, затем запускает выполнение потока. В зависимости от величины входного числа, поток работает, вычисляя, простое ли это число, и как только вычисления завершаются, поток отображает сообщение, показывая, простое оно или нет. Эти потоки конкурируют между собой, и, независимо от того, одно- или многопроцессорная у вас машина, с точки зрения пользователя они выполняются одновременно. Кроме того, эта программа не ограничивает числа созданных потоков. В результате вы можете продемонстрировать истинный параллелизм так:

* Поскольку я закомментировал оператор выхода в подпрограмме определения простого числа, время потраченное потоком, приблизительно пропорционально величине входного числа. У меня для аргумента порядка 2^24 поток до завершения работает около 10-20 секунд. Подберите число для обеспечения такой задержки на вашей машине.
* Запустите программу, введите большое число, нажмите кнопку.
* Сразу же введите небольшое число (например, 42) и нажмите кнопку снова. Вы увидите, что результат для маленького числа появится раньше результата для большого, несмотря на то, что сначала мы запустили поток для большого числа. Диаграмма иллюстрирует эту ситуацию.
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Проблемы и сюрпризы.  
  
На этом этапе появляется проблема синхронизации. Когда основной поток возобновляет выполнение (вызывает resume) "рабочего" потока, основной поток программы не может ничего знать о состоянии рабочего потока и наоборот. Вполне возможно, что рабочий поток может завершить свое выполнение прежде, чем в основном потоке VCL выполнится хоть один оператор. Фактически для маленьких чисел, расчет для которых займет менее чем 1/20 секунды, это весьма вероятно. Аналогично, рабочий поток не может ничего предполагать о состоянии основного потока. Остается лишь полагаться на планировщик Win32. Рассмотрим три основные проблемы: **запуск, взаимодействие и завершение**.   
  
Проблемы запуска.  
  
Delphi облегчает запуск потока. Перед началом исполнения порожденного потока часто нужно установить некоторое его начальное состояние. Создавая поток приостановленным (параметр конструктора потока), можно быть уверенным, что код потока не будет выполняться пока его не активируют. Это означает, что основной поток VCL может безопасно прочитать и модифицировать данные объекта TThread, гарантируя, что они будут правильными, когда порожденный поток начнет выполняться.  
В данной программе свойства потока "FreeOnTerminate" и "TestNumber" установлены до начала выполнения. Если бы это не было сделано, то поведение потока должно было быть неопределенным. Если вы не хотите создавать поток приостановленным, то просто отодвигаете проблемы запуска до следующего этапа: проблемы взаимодействия.   
  
Проблемы взаимодействия.  
  
Эти проблемы появляются, если у вас есть два работающих потока, и вам нужно каким-то способом связываться между ними. Эта программа не затрагивает взаимодействие потоков. На данный момент достаточно отметить, что если вы не защищаете все операции над разделяемыми данными, ваша программа, вероятно, будет вести себя непредсказуемо. Если вы не обеспечиваете требуемую синхронизацию и управление параллельным доступом, недопустимо следующее:

* Доступ к любой форме или общим ресурсам из двух потоков.
* Доступ к потоко-незащищенным частям VCL из не-VCL потока.
* Попытка делать графические операции из отдельного потока.

Даже такая простая операция, как доступ к общей целой переменной из двух потоков, может закончиться полным беспорядком, а несинхронизированный доступ к общим ресурсам или вызовы VCL приведут ко многим часам непростой отладки, значительной неразберихи, и возможно к обращению в ближайшую психиатрическую лечебницу. Пока вы не изучили подходящие методы в следующих главах, не делайте этого.  
Есть ли хорошие новости? Вы можете делать все три вышеуказанные действия, если используете правильные механизмы для управления параллельным выполнением, и это не так уж и трудно! Мы рассмотрим простой путь разрешения вопросов взаимодействия через VCL в следующей главе, а более изящные (но и более сложные) методы позже.   
  
Проблемы завершения.  
  
Поток, подобно любому другому объекту Delphi, использует распределение памяти и других ресурсов, так что не должен вызывать удивления факт, что важно обращаться с завершением потока очень аккуратно, а наша программа этого не делает. Есть два возможных подхода к проблеме освобождения ресурсов.  
Первый - позволить потоку решить все самому. Это главным образом используется для потоков, которые:   
а) Передают результаты выполнения потока в основной поток VCL перед остановкой.  
б) Не содержат ко времени завершения никакой информации, необходимой другому потоку.  
В этих случаях программист может установить флаг "FreeOnTerminate" для объекта потока, и он корректно освободит ресурсы при своем завершении.  
Второй подход - основной поток VCL должен прочитать данные из объекта рабочего потока после его завершения, а затем уничтожить его. Это описано в Главе 4.   
Я не затрагивал проблем передачи результатов в основной поток, поскольку рабочий поток сам сообщает пользователю ответ путем вызова ShowMessage. При этом не используется связь с основным потоком VCL, и вызов ShowMessage можно рассматривать как потокобезопасный, так что работа VCL не нарушается. В результате я могу использовать первый метод, для разрушения потока и разрешить потоку самоуничтожиться. Несмотря на это, программа иллюстрирует одну неприятную особенность, проявляющуюся при саморазрушении потока:

[![--Resize_Images_Alt_Text--](data:image/gif;base64,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)](http://files.vingrad.ru/petrovich/delphi_winapi_potoki/fig3.gif)

Как можно заметить, могут произойти две вещи. Во-первых, мы можем попытаться выйти из программы, когда поток еще активен и ведет вычисления. Во-вторых - мы можем попытаться выйти из программы, когда поток приостановлен. Первый случай довольно благоприятный: приложение закрывается, не считаясь с потоком. Код завершения Delphi и Windows cделает все, как нужно. Второй вариант несколько хуже, поскольку поток приостанавливается где-то в недрах подсистемы обмена сообщениями Win32. При этом Delphi производит работу по очистке в обоих случаях. Тем не менее, принудительный выход из потока без учета того, в каком он состоянии - плохой стиль программирования. Например, рабочий поток может в это время вести запись в файл. Если пользователь выходит из программы до завершения процесса записи, то файл может быть поврежден. Вот почему правильнее, когда порожденные потоки завершают работу согласованно с основным потоком VCL, даже если не требуется передача данных: при этом возможно чистое завершение процесса и потока. В Главе 4 обсуждаются решения этой проблемы.

Глава 3. Основы синхронизации.  
  
Содержание:

* Как разделять данные между потоками?
* Атомарность при доступе к общим данным.
* Дополнительные проблемы с VCL.
* Многопроцессорные машины.
* Решение для Delphi: TThread.Synchronize.
* Как это работает? Что делает Synchronize?
* Синхронизация для не-VCL потоков.

Как разделять данные между потоками?  
  
Прежде всего, необходимо знать, что для каждого процесса и потока сохраняется его состояние. У всякого потока имеется собственный программный счетчик и состояние процессора. Это означает, что код каждого потока исполняется независимо. Каждый поток обладает также своим стеком, так что локальные переменные в сущности видны лишь внутри каждого отдельного потока, и для этих переменных не существует вопросов синхронизации . Глобальные же данные программы могут быть общими для нескольких потоков, и для них, таким образом, может появиться проблема синхронизации. Конечно, это не страшно, если переменная глобальна, но используется только одним потоком. Такая же ситуация и для для памяти, распределенной в куче (обычно для объектов): в принципе, любой поток может иметь доступ к конкретному объекту, но если программа написана так, чтобы только у одного потока был указатель на конкретный объект, то только он и может обращаться к этому объекту, и проблемы синхронизации не возникает.   
В Delphi есть зарезервированное слово **threadvar**, что позволяет объявлять "глобальные" переменные, копия которых создается для каждого потока. Эта возможность используется нечасто, поскольку обычно удобнее размещать такие переменные в классе TThread, создавая, таким образом, один экземпляр переменной для каждого созданного потомка TThread.   
  
Атомарность при доступе к общим данным.  
  
Для того, чтобы понять, как заставить потоки работать вместе, необходимо понимать концепцию **атомарности**. Действие или последовательность действий называются **атомарными,** если они неделимы. Когда поток выполняет атомарное действие, то все другие потоки видят это действие или как еще не начатое, или как уже завершенное. Невозможно одному потоку застать другой "в действии". Если потоки несинхронизированы, то все действия неатомарные. Давайте рассмотрим простой пример:

|  |
| --- |
| **Код** |
| var   a: integer; {a is global}  begin   a := a + 1; end; |

Что может быть проще? К несчастью, даже этот простой код может вызвать проблемы, если два потока используют его для увеличения общей переменной A. Этот единственный оператор Паскаля транслируется в три действия на ассемблерном уровне.

* Чтение A из ячейки памяти в регистр процессора.
* Увеличение регистра процессора на 1.
* Запись содержимого регистра процессора в ячейку памяти A.

Даже на однопроцессорной машине выполнение этого кода несколькими потоками может вызвать проблемы. Причина этого - в **scheduling** (планировщике действий). Когда есть только один процессор, в любой момент действительно выполняется только один поток, но планировщик Win32 переключается между потоками приблизительно 18 раз в секунду. Планировщик может остановить выполнение одного потока и запустить другой в любое время: вытесняющая многозадачность. Операционная система не ждет разрешения перед остановкой одного потока и запуском другого: переключение может случиться в любой момент. Поскольку переключение может произойти между любыми двумя инструкциями процессора, оно может случиться и произойти в некой точке в середине функции, и даже на полпути выполнения одного конкретного оператора программы. Давайте представим себе, что два потока (X и Y) выполняют код примера на однопроцессорной машине. В удачном случае программа может работать, и действия планировщика могут и не захватить эту критическую точку, что даст ожидаемые результаты: А увеличится на два.

|  |
| --- |
| **Код** |
| Инструкции, выполняемые                   Инструкции, выполняемые          Значение       потоком X                                  потоком Y               переменной A     <другие операции>                   поток приостановлен                    1 Чтение переменной A в регистр.         поток приостановлен                    1 Увеличение регистра на 1.              поток приостановлен                    1 Запись из регистра в переменную A.     поток приостановлен                    2    <другие операции>                   поток приостановлен                    2 Переключение потоков                   Переключение потоков                   2 поток приостановлен                      <другие операции>                    2 поток приостановлен                    Чтение переменной A в регистр.         2 поток приостановлен                    Увеличение регистра на 1.              2 поток приостановлен                    Запись из регистра в переменную A.     3 поток приостановлен                      <другие операции>                    3 |

Однако нет никакой гарантии, что все именно так и произойдет. Закон Мерфи гласит, что может случиться следующее:

|  |
| --- |
| **Код** |
| Инструкции, выполняемые                   Инструкции, выполняемые          Значение       потоком X                                  потоком Y               переменной A     <другие операции>                   поток приостановлен                    1 Чтение переменной A в регистр.         поток приостановлен                    1 Увеличение регистра на 1.              поток приостановлен                    1 Переключение потоков                   Переключение потоков                   1 поток приостановлен                      <другие операции>                    1 поток приостановлен                    Чтение переменной A в регистр.         1 поток приостановлен                    Увеличение регистра на 1.              1 поток приостановлен                    Запись из регистра в переменную A.     2 Переключение потоков                   Переключение потоков                   2 Запись из регистра в переменную A.     поток приостановлен                    2    <другие операции>                   поток приостановлен                    2 |

В этом случае А увеличивается не на два, а только на единицу. Конечно, если А является положением индикатора, то это, скорее всего, не проблема, но если А - что-нибудь более важное, подобно счетчику количества элементов в списке, тогда жди беды. Если общая переменная является указателем, то можно наткнуться на самые разные неприятные результаты. Это иногда называют **race condition** (конфликт, конкуренция потоков)**.**   
  
Дополнительные проблемы с VCL.  
  
VCL не содержит никакой защиты от этих конфликтов. Это означает, что переключение потоков может произойти, когда один или более потоков выполняют код VCL. Большая часть VCL организована в этом отношении достаточно хорошо . К несчастью, компоненты, и, в частности, потомки TControl, содержат различные механизмы, которые не согласуются с переключением потоков. Переключение в неподходящий момент может привести к полному хаосу, искажению счетчиков общих дескрипторов, уничтожению не только данных, но и связей между компонентами.   
Даже когда поток не выполняет код VCL, отсутствие синхронизации все равно может вызвать проблемы: недостаточно убедиться, что основной поток VCL остановлен прежде, чем другие потоки что-то модифицируют. Часть кода VCL может все-таки выполняться (например, появление диалогового окна или запись на диск), приостанавливая основной поток. Если другой поток модифицирует разделяемые данные, это может отразиться на основном потоке, так что глобальные данные волшебным образом изменятся в результате вызова диалога или записи в файл. Очевидно, это неприемлемо, и означает, что либо только один поток может выполнять код VCL, либо должен быть найден механизм, который гарантирует, что отдельные потоки не влияют друг на друга.   
  
Многопроцессорные машины.  
  
К счастью для программиста, эта проблема не становится сложнее для машин с более чем одним процессором. Методы синхронизации, обеспечиваемые Delphi и Windows, работают одинаково хорошо независимо от количества процессоров. Разработчикам операционной системы Windows пришлось писать дополнительный код, чтобы справиться со многопроцессорной обработкой: Windows NT 4 сообщает пользователю при загрузке, используется ли одно- или многопроцессорное ядро. Тем не менее, для программиста все это невидимо. Вам не нужно заботиться о том, сколько процессоров есть на машине, так же как и о типе чипсета, использованного на материнской плате.  
  
Решение для Delphi: TThread.Synchronize.  
  
Delphi обеспечивает решение, идеальное для начинающих работать с потоками. Оно простое и решает все вышеуказанные проблемы. У класса TThread есть метод **Synchronize**. Этот метод принимает как параметр другой метод без параметров, который вы хотите выполнить. Таким обрахом гарантируется, что код метода без параметров будет выполнен в результате синхронизированного вызова, и не будет конфликтов с потоком VCL.   
Звучит интригующе? Вполне возможно. Я проиллюстрирую это на примере. Мы изменим нашу программу для простых чисел так, что вместо того, чтобы показывать окно сообщения, она добавит текст, говорящий о том, простое число или нет, в Memo на главной форме. Во-первых, добавим Memo (ResultsMemo) к главной форме:

|  |
| --- |
| **Код** |
| type   TPrimeFrm = class(TForm)     NumEdit: TEdit;     SpawnButton: TButton;     ResultsMemo: TMemo;     procedure SpawnButtonClick(Sender: TObject);   private       { Private declarations }   public       { Public declarations }   end; |

. Теперь добавим в наш поток новый метод (UpdateResults) , который покажет результаты в Мemo, а вместо вызова ShowMessage вызовем Synchronize, передавая этот метод как параметр. Объявление класса потока и измененные части теперь выглядят так:

|  |
| --- |
| **Код** |
| unit PrimeThread;  interface  uses   Classes;  type   TPrimeThrd = class(TThread)   private     FTestNumber: integer;     FResultString: string;   protected     function IsPrime: boolean;     procedure UpdateResults;     procedure Execute; override;   public     property TestNumber: integer write FTestNumber;   end;  implementation  uses SysUtils, Dialogs, PrimeForm;  procedure TPrimeThrd.UpdateResults; begin   PrimeFrm.ResultsMemo.Lines.Add(FResultString); end;  function TPrimeThrd.IsPrime: boolean; {omitted for brevity}    procedure TPrimeThrd.Execute;   begin     if IsPrime then       FResultString := IntToStr(FTestNumber) + ' is prime.'     else       FResultString := IntToStr(FTestNumber) + ' is not prime.';     Synchronize(UpdateResults);   end;  end. |

. Заметьте, что UpdateResults имеет доступ и к главной форме, и к строке результата. С точки зрения главного потока VCL, кажется, что главная форма изменяется в ответ на событие. С точки зрения рабочего потока, к строке результата осуществляется доступ во время вызова Synchronize.   
  
Как это работает? Что делает Synchronize?  
  
В коде, который исполняется при вызове Synchronize, можно делать все то же самое, что и в основном потоке VCL. Кроме того, можно также модифицировать данные, связанные со своим собственным объектом потока, причем безопасно, зная, что выполнение своего потока находится в конкретной точке (точке вызова Synchronize). То, что происходит на самом деле - довольно любопытно, и наилучшим образом иллюстрируется другой диаграммой.
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Когда вызывается Synchronize, рабочий поток приостанавливается. На этой стадии основной поток VCL может быть приостановлен в состоянии ожидания (idle), может быть временно приостановлен для операций ввода-вывода, а может и выполняться. Рабочий поток ждет, пока главный не перейдет в состояние ожидания (цикл обработки сообщений). Как только основной поток приостановится, *метод без параметров, переданный в Synchronize, выполняется в контексте основного потока VCL* . В нашем случае метод без параметров называется UpdateResults и работает он c Memo. Это гарантирует, что никаких конфликтов с основным потоком VCL не произойдет, и в сущности, выполнение этого кода очень похоже на выполнение любого кода Delphi, который срабатывает в ответ на сообщение, посланное приложению. Никаких конфликтов с потоком, вызвавшим Synchronize, не происходит, поскольку он приостановлен в известной безопасной точке (в коде TThread.Synchronize).   
Когда это "выполнение кода по доверенности" завершается, основной поток VCL снова свободно может исполнять свои прямые обязанности, а поток, вызвавший Synchronize, продолжает свою работу после возврата из вызова. Таким образом, вызов Synchronize в основном потоке VCL выглядит подобно обработке сообщения, а в счетном потоке - как вызов функции. Код потоков находится в известных точках, и конкуренции нет. Конфликты исключены. Проблема решена.   
  
Синхронизация для не-VCL потоков.  
  
Мой предыдущий пример показывает, как можно создать дополнительный поток, взаимодействующий с основным потоком VCL. Для этого он заимствует время основного потока VCL. Но такой подход не сработает при взаимодействии нескольких дополнительных потоков между собой. Если у вас есть два не-VCL потока, X и Y, то вы не можете вызвать Synchronize в одном лишь потоке X, и при этом модифицировать данные, хранимые в Y. Необходимо вызывать Synchronize из *обои* х потоков при чтении или записи разделяемых данных. На деле это означает, что данные модифицируются основным потоком VCL, а все другие потоки синхронизируются с основным каждый раз, когда им нужен доступ к этим данным. Это выполнимо, но неэффективно, особенно если основной поток занят: каждый раз, когда двум потокам нужно связаться, они должны ждать, пока третий не перейдет в режим ожидания. Позже мы увидим, как следует управлять параллельным выполнением потоков и их прямым взаимодействием.

Глава 4. Простое разрушение потока.  
  
Содержание:

* Проблемы завершения, остановки и разрушения потоков.
* Досрочная остановка потока.
* Событие OnTerminate.
* Контролируемая остановка потока - Подход 1.

Проблемы завершения, остановки и разрушения потоков.  
  
В Главе 2 было упомянуто несколько проблем, возникающих при завершении потока, главные из них:

* Выход из потока, освобождение занятых ресурсов.
* Получение результатов из потока по его завершении.

Эти темы тесно взаимосвязаны. Если потоку не нужно передавать никакую информацию в основной поток VCL, когда он завершен, или если используются методы, описанные в предыдущей части (передача результатов прямо перед остановкой потока), тогда и нет необходимости основному потоку VCL заниматься очисткой порожденного потока. В этих случаях можно установить для потока FreeOnTerminate в True и позволить потоку выполнить освобождение собственной памяти самому. Помните только, что в этом случае пользователь может выйти из программы в любой момент, в результате чего все потоки завершатся, и вероятны непредвиденные последствия. Если поток только записывает что-то в память или связывается с другими частями приложения, то это не проблема. Если же он пишет данные в файл или работает с разделяемыми системными ресурсами, то такой метод неприемлем.   
Если поток должен обмениваться информацией с VCL после завершения, то следует обеспечить механизм синхронизации главного потока VCL с рабочим потоком, и основному потоку VCL придется выполнить очистку (вы должны написать код освобождения потока). Два механизма для этого будут описаны ниже.   
Следует помнить еще об одной вещи:

* Остановка потока до его естественного завершения.

Это происходит довольно часто. Некоторые потоки, особенно те, что занимаются вводом-выводом, содержат в себе выполнение бесконечного цикла: программа всегда может получить новые данные, а поток должен быть готов к их приему и обработке до тех пор, пока программа работает.   
Итак, рассмотрим эти вопросы в обратном порядке...   
  
Досрочная остановка потока.  
  
В некоторых ситуациях одному потоку может потребоваться уведомить другой поток о своем завершении. Это обычно происходит, когда поток выполняет длительную операцию, и пользователь решает выйти из приложения, или операция должна быть прервана. TThread обеспечивает простой механизм для поддержки таких действий, а именно, метод **Terminate** и свойство **Terminated**. Когда поток создается, свойство Terminated установлено в False, а всякий раз, когда вызывается метод Terminate, свойство Terminated для этого потока устанавливается в True. Таким образом, на всех потоках лежит ответственность за периодическую проверку, не были ли они остановлены, и если это случается, за корректное завершение своей работы. Заметьте, что никакой крупномасштабной синхронизации при этом не происходит: когда один поток устанавливает свойство Terminated другого, нельзя предполагать, что другой поток тут же прочитает значение своего свойства Terminated и начнет процесс завершения. Свойство Terminated является просто флагом, говорящим "пожалуйста, завершайся как можно скорее". Диаграмма иллюстрирует эту ситуацию.
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При проектировании объектов потока стоит уделить внимание проверке свойства Terminated, если это может потребоваться. Если же ваш поток блокирован в результате действия любого из механизмов синхронизации, обсуждаемых ниже, вы можете перекрыть метод Terminate для его разблокировки. Не забудьте, что нужно вызывать унаследованный метод Terminate перед разблокированием вашего потока, если хотите, чтобы следующая проверка Terminated возвратила True. Вот пример - небольшая модификация

|  |
| --- |
| **Код** |
| function TPrimeThrd.IsPrime: boolean;  var   iter: integer;  begin   result := true;   if FTestNumber < 0 then   begin     result := false;     exit;   end;   if FTestNumber <= 2 then     exit;   iter := 2;   while (iter < FTestNumber) and (not terminated) do   begin     if (FTestNumber mod iter) = 0 then     begin       result := false;       {exit;}     end;     Inc(iter);   end; end; |

потока расчета простых чисел из предыдущей части с добавлением проверки свойства Terminated. Я полагаю, что допустимо, если поток вернет неверный результат при установленном свойстве Terminated.   
  
Событие OnTerminate.  
  
Событие OnTerminate происходит, когда поток в самом деле завершается. Оно *не случается*, когда вызывается метод потока Terminate. Это событие может быть весьма полезным, поскольку оно выполняется в контексте основного потока VCL, подобно методам, вызываемым с помощью Synchronize. Таким образом, если есть желание выполнять какие-то действия VCL с потоком, который автоматически освобождается по окончании, то обработчик этого события - прекрасное место для таких действий. Для большинства программистов, начинающих работать с потоками, это наиболее удобный путь получения данных из не-VCL потока без особых усилий, не требующий явных вызовов синхронизации.

[![--Resize_Images_Alt_Text--](data:image/gif;base64,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)](http://files.vingrad.ru/petrovich/delphi_winapi_potoki/fig6.gif)

Как можно видеть на диаграмме, OnTerminate работает в основном так же, как и Synchronize, и семантически это почти идентично вызову Synchronize в конце потока. Основная польза от такой ситуации заключается в том, что используя флаг, например, "AppCanQuit" или счетчик работающих потоков в главном потоке VCL, можно обеспечить простые механизмы проверки того, что основной поток VCL завершается только тогда, когда все другие потоки остановлены. Существуют некоторые тонкости синхронизации, особенно если программист должен помещать вызов Application.Terminate в событие OnTerminate потока, но эти проблемы будут рассмотрены позже.   
  
Контролируемая остановка потока - Подход 1.  
  
В данном примере мы используем код для простых чисел из Главы 3 и модифицируем его так, чтобы пользователь не мог неумышленно закрыть приложение, когда выполняется рабочий поток. Это довольно просто. Фактически нам и не нужно модифицировать код потока. Мы просто добавим поле счетчика ссылок к основной форме, увеличивая его при создании потоков, создадим обработчик события OnTerminate, который будет уменьшать счетчик ссылок, и когда пользователь попытается закрыть программу, мы покажем, если потребуется, диалоговое окно предупреждения.   
Пример

|  |
| --- |
| **Код** |
| unit PrimeForm;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls;  type   TPrimeFrm = class(TForm)     NumEdit: TEdit;     SpawnButton: TButton;     ResultsMemo: TMemo;     procedure SpawnButtonClick(Sender: TObject);     procedure FormCreate(Sender: TObject);     procedure FormCloseQuery(Sender: TObject; var CanClose: Boolean);   private     { Private declarations }     FThreadRefCount: integer;     procedure HandleTerminate(Sender: TObject);   public     { Public declarations }   end;  var   PrimeFrm: TPrimeFrm;  implementation  uses PrimeThread;  {$R \*.DFM}  procedure TPrimeFrm.SpawnButtonClick(Sender: TObject);  var   NewThread: TPrimeThrd;  begin   NewThread := TPrimeThrd.Create(True);   NewThread.FreeOnTerminate := True;   try     with NewThread do     begin       TestNumber := StrToInt(NumEdit.Text);       Inc(FThreadRefCount);       OnTerminate := HandleTerminate;       Resume;     end;   except on EConvertError do     begin       NewThread.Free;       ShowMessage('That is not a valid number!');     end;   end; end;  procedure TPrimeFrm.FormCreate(Sender: TObject); begin   FThreadRefCount := 0; end;  procedure TPrimeFrm.FormCloseQuery(Sender: TObject; var CanClose: Boolean); begin   CanClose := true;   if FThreadRefCount > 0 then   begin     if MessageDlg('Threads active. Do you still want to quit?',       mtWarning, [mbYes, mbNo], 0) = mrNo then       CanClose := false;   end; end;  procedure TPrimeFrm.HandleTerminate(Sender: TObject); begin   Dec(FThreadRefCount); end;  end. |

показывает как несложно этого достичь: весь код, относящийся к отслеживанию числа работающих потоков, исполняется в основном потоке VCL, и этот код управляется событиями, как обычно и делается в Delphi-приложениях. В следующей части мы рассмотрим более сложный подход, который имеет некоторые преимущества при использовании продвинутых механизмов синхронизации.

Глава 5. Снова о разрушении потока. Тупик или зацикливание (Deadlock).   
  
Содержание:

* Метод WaitFor.
* Контролируемое завершение потока - Подход 2.
* Введение в обработку сообщений и отложенное уведомление.
* WaitFor может вызвать долгую задержку.
* Вы заметили ошибку?
* Как избежать такого тупика.

Метод WaitFor.  
  
OnTerminate, как обсуждалось в предыдущей части, полезно, если вы используете поток в режиме "выполнить и забыть", с автоматическим разрушением. Но что, если в некий момент выполнения главного потока VCL вы должны быть уверены, что все остальные потоки завершены? Решение состоит в использовании метода **WaitFor**, который пригодится в следующих случаях:

* Главному потоку VCL нужен доступ к объекту рабочего потока после его остановки для чтения или записи содержащихся в нем данных .
* Принудительное завершение потоков при закрытии программы неприемлемо.

Попросту говоря, когда поток А вызывает метод WaitFor потока B, сам он приостановливается, пока поток B не завершится. И когда поток А продолжит свое выполнение, можно быть уверенным, что результаты из потока B можно прочесть, и что объект потока B можно уничтожать. Обычно при завершении программы основной поток VCL вызывает Terminate всех вторичных потоков, и затем ожидает их завершения (WaitFor), после чего осуществляется выход из программы.   
  
Контролируемое завершение потока - Подход 2.  
  
В этом примере мы модифицируем код программы для простых чисел так, чтобы в каждый момент выполнялся только один поток, и программа перед выходом будет ждать завершения потока. Хотя в этой программе и не обязательно основному потоку ждать завершения других, но упражнение будет полезным и продемонстрирует несколько свойств WaitFor, которые не всегда желательны, а также проиллюстрирует пару довольно тонких моментов, которые могут быть упущены новичками в программировании потоков. Сначала код главной формы

|  |
| --- |
| **Код** |
| unit PrimeForm;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls, PrimeThread;  const   WM\_THREAD\_COMPLETE = WM\_APP + 5437; { Just a magic number }  type   TPrimeFrm = class(TForm)     NumEdit: TEdit;     SpawnButton: TButton;     ResultsMemo: TMemo;     procedure SpawnButtonClick(Sender: TObject);     procedure FormCloseQuery(Sender: TObject; var CanClose: Boolean);   private     { Private declarations }     FThread: TPrimeThrd;     procedure HandleThreadCompletion(var Message: TMessage); message WM\_THREAD\_COMPLETE;   public     { Public declarations }   end;  var   PrimeFrm: TPrimeFrm;  implementation  {$R \*.DFM}  procedure TPrimeFrm.HandleThreadCompletion(var Message: TMessage); begin   if Assigned(FThread) then   begin     FThread.WaitFor;     FThread.Free;     FThread := nil;   end; end;  procedure TPrimeFrm.SpawnButtonClick(Sender: TObject);  begin   if not Assigned(FThread) then   begin     FThread := TPrimeThrd.Create(True);     FThread.FreeOnTerminate := false;     try       with FThread do       begin         TestNumber := StrToInt(NumEdit.Text);         Resume;       end;     except on EConvertError do       begin         FThread.Free;         FThread := nil;         ShowMessage('That is not a valid number!');       end;     end;   end; end;  procedure TPrimeFrm.FormCloseQuery(Sender: TObject; var CanClose: Boolean); begin   CanClose := true;   if Assigned(FThread) then   begin     if MessageDlg('Threads active. Do you still want to quit?',       mtWarning, [mbYes, mbNo], 0) = mrNo then       CanClose := false;   end;   {Sleep(50000);}{Line C}   if CanClose then   begin     if Assigned(FThread) then     begin       FThread.Terminate;       FThread.WaitFor;       FThread.Free;       FThread := nil;     end;   end; end;  end. |

Можно увидеть несколько отличий от предыдущего примера:

* В начале модуля объявлено "магическое число" . Это относительный номер сообщения, а значение его не важно, главное, чтобы оно было уникальным.
* Вместо счетчика потоков мы следим только за одним потоком, которому отвечает переменная FThread главной формы.
* Мы хотим, чтобы в каждый момент исполнялся только один поток, поскольку имеется единственная переменная, указывающая на рабочий поток. Поэтому код перед созданием потока проверяет, нет ли уже запущенных потоков.
* Код создания потока не устанавливает свойство FreeOnTerminate в True, вместо этого основной поток VCL будет освобождать рабочий поток позже.
* У главной формы есть обработчик сообщения, который ждет завершения рабочего потока, и затем разрушает его.
* Соответственно, код, исполняемый, когда пользователь хочет закрыть программу, ожидает завершения рабочего потока и освобождает его.

Учтите эти пункты, а здесь код рабочего потока

|  |
| --- |
| **Код** |
| unit PrimeThread;  interface  uses   Classes;  type   TPrimeThrd = class(TThread)   private     FTestNumber: integer;     FResultString: string;   protected     function IsPrime: boolean;     procedure UpdateResults;     procedure Execute; override;   public     property TestNumber: integer write FTestNumber;   end;  implementation  uses SysUtils, Dialogs, PrimeForm, Windows;  procedure TPrimeThrd.UpdateResults; begin   PrimeFrm.ResultsMemo.Lines.Add(FResultString); end;  function TPrimeThrd.IsPrime: boolean;  var   iter: integer;  begin   result := true;   if FTestNumber < 0 then   begin     result := false;     exit;   end;   if FTestNumber <= 2 then     exit;   iter := 2;   while (iter < FTestNumber) and (not terminated) do {Line A}   begin     if (FTestNumber mod iter) = 0 then     begin       result := false;       {exit;}     end;     Inc(iter);   end; end;  procedure TPrimeThrd.Execute; begin   if IsPrime then     FResultString := IntToStr(FTestNumber) + ' is prime.'   else     FResultString := IntToStr(FTestNumber) + ' is not prime.';   if not Terminated then {Line B}   begin     Synchronize(UpdateResults);     PostMessage(PrimeFrm.Handle, WM\_THREAD\_COMPLETE, 0, 0);   end; end;  end. |

В нем тоже есть небольшие отличия от того, что было в Главе 3:

* Функция IsPrime теперь проверяет запросы на завершение потока, обеспечивая быстрый выход, если установлено свойство Terminated.
* Процедура Execute делает проверку на нештатное завершение.
* При нормальном завершении используется Synchronize для показа результатов и главной форме посылается сообщение - запрос на освобождение потока.

Введение в обработку сообщений и отложенное уведомление  
  
При нормальном ходе дел поток выполняется, использует Synchronize для показа результатов, а затем посылает сообщение главной форме. Это сообщение асинхронно: главная форма получит его в некоторый момент чуть позже. **PostMessage** не приостанавливает рабочий поток, он продолжает свою работу до завершения. Это очень полезное свойство: мы не можем использовать Synchronize для того, чтобы сообщить главной форме, что пора освободить поток, потому что тогда мы бы "вернулись" из вызова Synchronize в несуществующий уже поток. Вместо этого, происходит лишь уведомление (notification), вежливое напоминание главной форме о том, что следует освободить поток при первой возможности.   
В некоторый момент главный программный поток получает сообщение и выполняется его обработчик. Этот обработчик проверяет, существует ли поток, если существует, ждет, пока он закончит выполняться. Этот шаг необходим, поскольку, хотя рабочий поток и близок к завершению (после PostMessage операторов мало), но гарантии нет. Когда ожидание закончено, главный поток очищает рабочий поток.   
Диаграмма иллюстрирует первый случай. Ради упрощения детали Synchronize на диаграмме не приводятся. Кроме того, вызов PostMessage показан как происходящий несколько раньше окончания кода рабочего потока, чтобы продемонстрировать функционирование WaitFor.

[![--Resize_Images_Alt_Text--](data:image/gif;base64,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)](http://files.vingrad.ru/petrovich/delphi_winapi_potoki/fig7.gif)

Позднее мы покажем преимущества посылки сообщений более детально. Сейчас достаточно сказать, что эта техника полезна при взаимодействии с главным потоком VCL.   
В случае принудительного завершения пользователь пытается выйти из программы и подтверждает, чтo хочет это сделать немедленно. Главный поток устанавливает свойство Terminated рабочего потока, что приводит к довольно быстрой его остановке, и затем ждет его завершения. После завершения, как и в предыдущем случае, производится очистка. Диаграмма иллюстрирует второй случай.

[![--Resize_Images_Alt_Text--](data:image/gif;base64,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)](http://files.vingrad.ru/petrovich/delphi_winapi_potoki/fig8.gif)

Многие читатели в настоящий момент могут полностью удовлетвориться такой ситуацией. Однако подводные камни остаются, и, как часто бывает при рассмотрении многопоточной синхронизации, они проявляются в деталях.   
  
WaitFor может вызвать долгую задержку.  
  
Преимущество метода WaitFor является также и его крупнейшим недостатком: он переводит главный поток в состояние, в котором тот не может принимать сообщения. Это означает, что программа не может предпринять никаких операций, связанных обычно с обработкой сообщений: в состоянии такого ожидания приложение не будет перерисовываться, изменять размер формы или отвечать на внешние воздействия. Когда пользователь это заметит, он решит, что программ зависла. Это не беда в случае нормального завершения потока; вызывая PostMessage самым последним оператором рабочего потока, мы гарантируем, что главному потоку не придется долго ждать. В случае же нештатного завершения потока время, потраченное главным потоком на ожидание, зависит в основном от того, как часто рабочий поток проверяет свое свойство Terminate. Код PrimeThread содержит строку, помеченную "Line A". Если удалить "and not terminated", то вы можете поэкспериментировать с выходом из приложения во время исполнения длительного потока.   
В целом же проще писать потоки, которые регулярно проверяют свойство Terminated. Если это невозможно, тогда лучше выдавать пользователю предупреждение о потенциальной невосприимчивости в течение некоторого времени (подобно Microsoft Exchange.)   
  
Вы заметили ошибку? WaitFor и Synchronize: зацикливание.  
  
Задержка, вызываемая WaitFor - незначительная проблема по сравнению с другой. В приложениях которые используют как Synchronize, так и WaitFor, вполне возможно вызвать зависание, зацикливание приложения (deadlock, тупик). Тупиком можно считать случай, когда в приложении нет алгоритмических ошибок, но оно заторможено, не отзывается на действия пользователя. Обычно оно происходит, если потоки циклически ожидают друг друга. Поток А может ждать завершения потоком B некоторой операции, в то время как поток C ждет поток D, и т.д.. А вот поток D может ждать завершения некоторых действий потоком А. К сожалению поток А не может завершить операцию, поскольку он приостановлен. Это программный эквивалент проблемы "A: Сначала проезжайте Вы... B: Нет, Вы... A: Нет, я настаиваю!", которая приводит к автомобильным пробкам, когда примущественное право проезда не очевидно. Это поведение документировано и в файлах помощи VCL.  
В этом конкретном случае зацикливание может произойти для двух потоков, если вычислительный поток вызывает Synchronize прямо перед тем,как основной поток вызывает WaitFor. Тогда вычислительный поток будет ждать, пока основной поток не вернется в цикл обработки сообщений, а основной будет ждать завершения вычислительного. Произойдет зацикливание. Возможно также, что основной поток VCL вызовет WaitFor незадолго до вызова Synchronize рабочим потоком. Это тоже может привести к зацикливанию. К счастью, разработчики VCL предусмотрели перехват такой ошибки: в рабочем потоке возбуждается исключение, таким образом цикл прерывается, и поток завершается.
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Реализация примера делает это маловероятным. Рабочий поток вызывает Synchronize только при чтении свойства Terminated, если оно установлено в False, незадолго до окончания выполнения. Основной поток приложения устанавливает свойство Terminated прямо перед вызовом WaitFor. Таким образом, для того, чтобы произошло зацикливание, рабочий поток должен был бы определить, что свойство Terminated=False, выполнить Synchronize, и затем управление должно быть передано в основной поток точно в тот момент, когда пользователь подтвердил принудительный выход из программы.   
Несмотря на то, что в этом случае зацикливание маловероятно, события подобного типа явно могут привести к конфликтам. Все зависит от точных временных интервалов между событиями, которые могут меняться от запуска к запуску и от и от машины к машине. В 99.9% случаев принудительное закрытие сработает, но один раз из тысячи все может заблокироваться: этой проблемы следует избегать во что бы то ни стало. Читатель может вспомнить, что я прежде упоминал, что никакой серьезной синхронизации не происходит при чтении или записи свойства Terminated. Это означает, что невозможно использовать свойство Terminated для полного исключения указанной проблемы, как и доказывает предыдущая диаграмма.   
Любознательный читатель может захотеть воспроизвести проблему зацикливания. Это нетрудно сделать, осуществив следующие изменения в коде:

* Удалить "and not terminated" в строке Line A
* Заменить "not terminated" в строке Line B на "true".
* Удалить комментарий для строки Line C.

Теперь можно спровоцировать зацикливание, запустив поток, чье выполнение займет порядка 20 секунд, и попытавшись выйти из приложения сразу после создания потока. Вы можете также захотеть подобрать временной интервал, в течение которого главный поток приложения "засыпает", чтобы добиться "правильного" порядка событий:

* Пользователь запускает вычислительный поток.
* Пользователь пытается выйти и говорит "Да, я хочу выйти, несмотря на тот факт, что потоки еще работают".
* Главный поток приложения засыпает (строка C)
* Вычислительный поток попадает в конец исполняемого кода и вызывает Synchronize. (Достигается модификацией строк A и B).
* Главный поток приложения просыпается и вызывает WaitFor.

Как избежать такого тупика.  
  
Наилучший метод не допускать этой формы зацикливания - не использовать WaitFor и Synchronize в одном приложении. От WaitFor можно избавиться, применяя событие OnTerminate, как обсуждалось выше. Данный пример оказался довольно удачен в этом отношении, поскольку возвращаемые потоком результаты очень просты, так что мы можем избежать использования Synchronize. Используя WaitFor, основной поток может легально иметь доступ к свойствам рабочего потока после его завершения, и все, что нам нужно - переменная "result" для хранения текстовой строки, полученной в рабочем потоке. Необходимые модификации:

* Удаление метода потока "DisplayResults".
* Добавление подходящего свойства рабочего потока.
* Изменение обработчика в главной форме.

Изменения

|  |
| --- |
| **Код** |
| { Unit PrimeThread }  type   TPrimeThrd = class(TThread)   private     FTestNumber: integer;     FResultString: string;   protected     function IsPrime: boolean;     procedure Execute; override;   public     property TestNumber: integer write FTestNumber;     property ResultString: string read FResultString;   end;  procedure TPrimeThrd.Execute; begin   if IsPrime then     FResultString := IntToStr(FTestNumber) + ' is prime.'   else     FResultString := IntToStr(FTestNumber) + ' is not prime.';   if not Terminated then {Line B}     PostMessage(PrimeFrm.Handle, WM\_THREAD\_COMPLETE, 0, 0); end;  { Unit PrimeForm }  procedure TPrimeFrm.HandleThreadCompletion(var Message: TMessage); begin   if Assigned(FThread) then   begin     FThread.WaitFor;     ResultsMemo.Lines.Add(FThread.ResultString);     FThread.Free;     FThread := nil;   end; end; |

Обсуждение механизмов синхронизации, общих для всех 32-битовых версий Delphi, почти закончено. Я еще не рассмотрел методы TThread.Suspend и TThread.Resume. Они будут обсуждаться в Главе 10. В дальнейших частях исследуются средства, предоставляемые Win32 API и последними версиями Delphi. Я хотел бы предложить, чтобы, как только читатель освоится с основами работы с потоками в Delphi, он нашел время для изучения этих более продвинутых методов, поскольку они намного более гибкие, чем встроенные в Delphi, и позволяют программисту согласовывать работу потоков изящнее и эффективнее, а также уменьшают возможность написания кода, ведущего к зацикливанию.

Часть 6. Снова о синхронизации: Критические секции и мьютексы.  
  
Содержание:

* Ограничения Synchronize.
* Критические секции.
* Что это все значит для программиста на Delphi?
* На заметку.
* Могут ли данные пропасть или остаться недоступными в буфере?
* Как насчет сообщений out of date?
* Проблемы Flow Control и неэффективность списка.
* Мьютексы.

Ограничения Synchronize.  
  
У метода Synchronize есть несколько недостатков, благодаря которым он подходит лишь для простых многопоточных приложений.

* Synchronize полезен лишь при взаимодействии между рабочим потоком и основным потоком VCL.
* Использование Synchronize подразумевает,что рабочий поток ждет, пока основной поток VCL будет в состоянии ожидания, даже когда это не так уж и необходимо.
* Если приложение часто использует Synchronize, главный поток VCL становится "узким местом", и возникают проблемы с производительностью.
* Если Synchronize используется для непосредственного взаимодействия двух рабочих потоков, оба они могут быть приостановлены, ожидая главный поток.
* Synchronize может вызвать зацикливание, если главный поток VCL ожидает другие потоки.

Правда, у Synchronize есть и одно преимущество над другими механизмами синхронизации:

* В методе, вызываемом с помощью Synchronize, может быть любой код, в том числе и потоко-небезопасный код VCL.

Важно помнить, для чего в приложении используются потоки. Основная причина для большинства Delphi-программистов в том, что они хотят, чтобы их приложение оставалось восприимчивым к действиям пользователя, пока выполняются длительные операции или используется передача данных с блокировкой или ввод-вывод. Это часто означает, что основной поток приложения должен выполнять краткие, основанные на событиях подпрограммы,а также отвечать за пользовательский интерфейс, т.е. обеспечивать прием ввода и отображать результаты. Другие потоки приложения будут выполнять "черную работу". Основываясь на этой философии, часто приходится делать так, что большая часть кода, выполняющегося в рабочих потоках, не использует код VCL, который не является потокобезопасным. Рабочие потоки могут выполнять операции с файлами или базами данных, но они редко используют потомков TControl. В этом свете Synchronize может привести к проблемам с производительностью.   
Многим потокам нужно связываться с VCL только в простых случаях, как например, передача потока (stream) данных, или выполнение запроса к базе данных и возвращение структуры данных как результат этого запроса. Как отмечено в Главе 3, при модификации общих данных нам нужно только поддерживать атомарность. В качестве простого примера можно рассмотреть поток данных (stream), который записывается рабочим потоком, и периодически читается основным потоком VCL. Нужно ли нам гарантировать, что поток VCL никогда не выполняется одновременно с рабочим? Конечно, нет! Все, что нужно обеспечить - так это то, что только один поток модифицирует этот разделяемый ресурс в каждый момент, таким образом устраняя условия для конфликтов, и делая операции с коллективным ресурсом атомарными. Такой режим называется взаимное исключение (**mutual exclusion**). Есть много примитивов синхронизации, которые могут быть использованы для осуществления такого режима. Простейшие из них - мьютекс (**Mutex**), встроенный в Win32, и близкие к мьютексам критические секции (**Critical Section**). Последние версии Delphi содержат класс, который инкапсулирует вызовы критических секций Win32. Этот класс здесь не обсуждается, поскольку он имеется не во всех 32-битовых версиях Delphi. У программистов, использущих этот класс, не должно быть больших трудностей в использовании соответствующих его методов для достижения таких же эффектов, как и обсуждаемые здесь.   
  
Критические секции.  
  
Критическая секция (Critical Section) позволяет добиться взаимного исключения. Win32 API поддерживает несколько операций с ними:

* InitializeCriticalSection.
* DeleteCriticalSection.
* EnterCriticalSection.
* LeaveCriticalSection.
* TryEnterCriticalSection (только Windows NT).

Операции InitializeCriticalSection и DeleteCriticalSection можно рассматривать подобно созданию и освобождению объектов в куче. Обычно имеет смысл проводить действия по созданию и разрушению критических секций в одном потоке, причем в наиболее долгоживущем. Очевидно, что все потоки, которые хотят синхронизовать доступ, используя критическую секцию, должны иметь дескриптор или указатель на нее. Это может быть достигнуто прямым путем через общую переменную или независимо, что возможно, поскольку критическая секция встроена в потокобезопасный класс, к которому имеют доступ оба потока.  
Когда объект критической секции создан, его можно использовать для контроля за общими ресурсами. Две главных операции - **EnterCriticalSection** и **LeaveCriticalSection**. В большей части литературы, касающейся темы синхронизации, эти операции называют **Wait** и **Signal**, или **Lock** и **Unlock** соответственно. Эти альтернативные термины используются также и для других примитивов синхронизации, где они имеют приблизительно эквивалентные значения. По умолчанию при создании критической секции ни один из потоков приложения не владеет ей (**ownership**). Чтобы управлять критической секцией, поток вызывает EnterCriticalSection, и если критическая секция еще не имеет владельца, то поток становится им. Затем поток обычно совершает действия с общими ресурсами (критическая часть кода, показана двойной линией), а когда заканчивает эти действия, то отказывается от владения критической секцией вызовом LeaveCriticalSection.
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Важно, что у критической секции в каждый момент времени может быть только один поток-владелец. Если поток пытается войти в критическую секцию, когда другой поток уже находится внутри нее, то он будет приостановлен, и возобновит свою работу, только когда другой поток выйдет из критической секции. Это обеспечивает нам требуемое взаимоисключение при работе с общим ресурсом. Может быть приостановлено в ожидании освобождения критической секции и несколько потоков, так что критические секции можно использовать для синхронизации более чем двух потоков. Вот что происходит в примере, если четыре потока пытаются получит доступ к одной критической секции примерно в одно время.

[![--Resize_Images_Alt_Text--](data:image/gif;base64,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)](http://files.vingrad.ru/petrovich/delphi_winapi_potoki/fig11.gif)

Как видно из диаграммы, в каждый момент только один поток исполняет критический код, так что нет ни условий для конфликтов, ни проблем атомарности.   
  
Что это все значит для Delphi-программиста?  
  
Это означает, что если не нужно проводить действия с VCL, а только обеспечить доступ к данным и их изменение, при написании программ с использование потоков на Delphi программист избавлен от бремени TThread.Synchronize.

* Потоку VCL не нужно находиться в состоянии ожидания, чтобы рабочий поток мог модифицировать общие ресурсы, он только не должен быть внутри критической секции.
* Критические секции не знают и не заботятся о том, является ли их владелец основным потоком VCL или экземпляром объекта TThread, так как только один из потоков может использовать критическую секцию.
* Программист, разрабатывающий многопоточное приложение, может теперь безопасно (почти) использовать WaitFor, избегая проблемы зацикливания.

В последнем пункте указано "почти", поскольку все-таки возможно вызвать зацикливание точно таким же способом, как и прежде. Все, что нужно для этого сделать - вызвать WaitFor в основном потоке, когда он находится в критической секции. Как мы увидим позже, остановка потока на большой промежуток времени, когда он внутри критической секций - плохая идея. Теперь, когда я более-менее объяснил теорию, представлю еще один пример. Это чуть более изящная и интересная программа нахождения простых чисел. Вначале она пытается найти простые числа, стартуя с числа 2, и продвигаясь по числовому ряду вверх. Каждый раз, определив, что число простое, она обновляет общую структуру данных (список строк) и сообщает основному потоку, что к списку добавлены новые данные. Вот код главной формы

|  |
| --- |
| **Код** |
| unit PrimeForm2;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls, PrimeThread;  const   WM\_DATA\_IN\_BUF = WM\_APP + 1000;   MaxMemoLines = 20;  type   TPrimeFrm = class(TForm)     ResultMemo: TMemo;     StartBtn: TButton;     StartNumEdit: TEdit;     StopBtn: TButton;     procedure StartBtnClick(Sender: TObject);     procedure StopBtnClick(Sender: TObject);     procedure FormClose(Sender: TObject; var Action: TCloseAction);   private     { Private declarations }     FStringSectInit: boolean;     FPrimeThread: TPrimeThrd2;     FStringBuf: TStringList;     procedure UpdateButtons;     procedure HandleNewData(var Message: TMessage); message WM\_DATA\_IN\_BUF;   public     { Public declarations }     StringSection: TRTLCriticalSection;     property StringBuf: TStringList read FStringBuf write FStringBuf;   end;  var   PrimeFrm: TPrimeFrm;  implementation  {$R \*.DFM}  procedure TPrimeFrm.UpdateButtons; begin   StopBtn.Enabled := FStringSectInit;   StartBtn.Enabled := not FStringSectInit; end;  procedure TPrimeFrm.StartBtnClick(Sender: TObject); begin   if not FStringSectInit then   begin     InitializeCriticalSection(StringSection);     FStringBuf := TStringList.Create;     FStringSectInit := true;     FPrimeThread := TPrimeThrd2.Create(true);     SetThreadPriority(FPrimeThread.Handle, THREAD\_PRIORITY\_BELOW\_NORMAL);     try       FPrimeThread.StartNum := StrToInt(StartNumEdit.Text);     except       on EConvertError do FPrimeThread.StartNum := 2;     end;     FPrimeThread.Resume;   end;   UpdateButtons; end;  procedure TPrimeFrm.StopBtnClick(Sender: TObject); begin   if FStringSectInit then   begin     with FPrimeThread do     begin       Terminate;       WaitFor;       Free;     end;     FPrimeThread := nil;     FStringBuf.Free;     FStringBuf := nil;     DeleteCriticalSection(StringSection);     FStringSectInit := false;   end;   UpdateButtons; end;  procedure TPrimeFrm.HandleNewData(var Message: TMessage); begin   if FStringSectInit then {Not necessarily the case!}   begin     EnterCriticalSection(StringSection);     ResultMemo.Lines.Add(FStringBuf.Strings[0]);     FStringBuf.Delete(0);     LeaveCriticalSection(StringSection);     {Now trim the Result Memo.}     if ResultMemo.Lines.Count > MaxMemoLines then       ResultMemo.Lines.Delete(0);   end; end;  procedure TPrimeFrm.FormClose(Sender: TObject; var Action: TCloseAction); begin   StopBtnClick(Self); end;  end. |

Это довольно похоже на предыдущие примеры в том, что касается создания потока, но есть и несколько дополнительных полей основной формы, которые следует создать. StringSection - это критическая секция, которая контролирует доступ к ресурсам, разделяемым между потоками. FStringBuf - список строк, который выступает буфером между основной формой и рабочим потоком. Рабочий поток посылает результаты в основную форму, добавляя их к этому списку, который является единственным общим ресурсом в этой программе. И наконец, имеется логическая переменная, FStringSectInit. Эта переменная служит для проверки того, что необходимые объекты синхронизации реально созданы прежде, чем их начали использовать. Общие ресурсы создаются, когда мы запускаем рабочий поток, и уничтожаются сразу после того, как мы убедимся, что рабочий поток завершился. Заметьте, что поскольку список строк, выступающий в роли буфера, распределен динамически , мы *должны* использовать WaitFor при уничтожения потока, чтобы убедиться, что рабочий поток перестал использовать буфер до его освобождения.   
Мы можем использовать WaitFor в этой программе, не беспокоясь о зацикливании, поскольку можно доказать, что никогда не бывает ситуации, в которой оба потока ждут друг друга. Доказать это просто:

1 Рабочий поток ждет только при попытке получить доступ к критической секции.   
2 Основной поток программы ждет только при ожидании завершения рабочего потока.   
3 Основной поток программы не ожидает, когда он завладеет критической секцией.   
4 Если рабочий поток ожидает критической секции, главная программа освободит критическую секцию до того, как она будет ждать рабочий поток.

Вот код рабочего потока

|  |
| --- |
| **Код** |
| unit PrimeThread;  interface  uses   Classes, Windows;  type   TPrimeThrd2 = class(TThread)   private     { Private declarations }     FStartNum: integer;     function IsPrime(TestNo: integer): boolean;   protected     procedure Execute; override;   public     property StartNum: integer read FStartNum write FStartNum;   end;  implementation  uses PrimeForm2, SysUtils;  function TPrimeThrd2.IsPrime(TestNo: integer): boolean;  var   iter: integer;  begin   result := true;   if TestNo < 0 then     result := false;   if TestNo <= 2 then     exit;   iter := 2;   while (iter < TestNo) and (not terminated) do   begin     if (TestNo mod iter) = 0 then     begin       result := false;       exit;     end;     Inc(iter);   end; end;  procedure TPrimeThrd2.Execute;  var   CurrentNum: integer;  begin   CurrentNum := FStartNum;   while not Terminated do   begin     if IsPrime(CurrentNum) then     begin       EnterCriticalSection(PrimeFrm.StringSection);       PrimeFrm.StringBuf.Add(IntToStr(CurrentNum) + ' is prime.');       LeaveCriticalSection(PrimeFrm.StringSection);       PostMessage(PrimeFrm.Handle, WM\_DATA\_IN\_BUF, 0, 0);     end;     Inc(CurrentNum);   end; end;  end. |

Рабочий поток последовательно пробегает положительные целые числа, пытаясь найти простые. В случае успеха он получает доступ к критической секции, модифицирует буфер, выходит из критической секции, затем посылает сообщение в основную форму, указывая, что в буфере есть данные.   
  
На заметку.  
  
Этот пример более сложен, чем предыдущие, поскольку у нас есть довольно большой буфер между двумя потоками, и в результате появляются различные проблемы, которые нужно учесть и избавиться от них, а также некоторые особенности кода, имеющие дело с необычными ситуациями. Сведем эти пункты вместе:

* Могут ли данные пропасть или остаться недоступными в буфере?
* Как насчет запоздавших (out of date) сообщений ?
* Проблемы Flow Control.
* Неэффективность списка строк, статическое и динамическое задание размера.

Могут ли данные пропасть или остаться недоступными в буфере?  
  
Рабочий поток указывает основному программному потоку, что в буфере есть данные, которые нужно обрабатывать, посылая ему сообщение. Важно отметить, что при использовании таким образом системы обмена сообщениями Windows синхронизация потоков никак не связывает конкретное сообщение с конкретной модификацией буфера . К счастью, в этом случае причинно-следственная связь работает в нашу пользу: когда буфер обновляется, сообщение посылается *после* модификации. Это означает, что основной программный поток всегда получает сообщение о модификации буфера после этой модификации. Следовательно, не может случиться так, что данные останутся в буфере на неопределенное время. Если данные сейчас в буфере, то рабочий и основной потоки находятся в процессе посылки или получения сообщения о модификации буфера. Заметьте, что если бы рабочий поток посылал сообщение прямо перед обновлением буфера, могло бы случиться, что основной поток обработал это сообщение, прочитав буфер, прежде, чем рабочий добавил в буфер самые последние результаты, а это означало бы, что последний результат мог бы остаться в буфере в течение некоторого времени.   
  
Как насчет запоздавших сообщений (out of date)?   
  
Законы причины и следствия в предыдущем случае работали хорошо, но, к несчастью, существует также и обратная проблема . Если основная поток занят обновлением долго, возможно, что сообщения выстроятся в очередь, так что мы получим обновления намного позже того, как рабочий поток пошлет сообщения. В большинстве ситуаций это не составит проблем. Тем не менее, надо рассмотреть один частный случай, когда пользователь останавливает рабочий поток или непосредственно, нажав кнопку "Stop", или косвенно, закрывая программу. В этом случае вполне возможно, что основной поток VCL завершает рабочий поток, удаляет все объекты синхронизации и буфера, а затем последовательно получает сообщения, которые находились в очереди в течение некоторого времени. В данном примере я проверял наличие этой проблемы, убеждаясь, что перед обработкой сообщения критическая секция и буферные объекты все еще существуют (строка кода с комментарием *Not necessarily the case!* ). Этого метода обычно достаточно для большинства приложений.   
  
Проблемы Flow Control и неэффективность списка.  
  
В Главе 2 я утверждал, что при создании потока никакой неявной синхронизации не существует. Это было очевидно уже в первых примерах и продемонстрировано проблемами переключения потоков (проблема синхронизации состояния потоков) . Такая же проблема существует и для *синхронизации скорости*. Ничто в последнем примере не гарантирует, что рабочий поток будет выдавать результаты достаточно медленно для того, чтобы основной поток VCL был способен успеть их отобразить. Фактически, если программа выполняется так, что рабочий поток начинает поиск небольших простых чисел, вполне вероятно, что при равных долях времени процессора рабочий поток намного опередит поток VCL. Эта проблема решается посредством **flow control** (управления потоками).   
Flow control называют метод, при котором скорость выполнения нескольких потоков сбалансирована так, что скорость ввода в буфер и скорость чтения из него примерно равны. Последний пример очень прост, но подобное происходит и в многих других случаях. Почти каждый механизм ввода-вывода или передачи данных между потоками или процессами использует какой-либо способ управления потоками. В простых случаях можно разрешать только одному куску данных находиться в процессе передачи, задерживая или **источник** (поток, который выводит данные в буфер) или **приемник** (поток, который их читает). В более сложных случаях потоки могут выполняться на разных машинах, и "буфер" может состоять из внутренних буферов в каждой машине и буферных возможностей сети, их соединяющей. Большая часть протокола TCP занимается как раз таким управлением потоками. Каждый раз, когда вы загружаете web-страницу, протокол TCP согласует передачу между двумя компьютерами, гарантируя, что независимо от относительной скорости процессора и дисков, вся передача данных происходит со скоростью, с которой обе машины могут справиться[1]. В последнем примере сделана довольно грубая попытка управления потоками. Приоритет рабочего потока установлен так, чтобы планировщик отдавал основному потоку VCL предпочтение перед рабочим всякий раз, когда оба не простаивают. Под управлением Win32 проблема снимается, но абсолютной гарантии нет.   
Еще один аспект управления потоками - неограниченный размер буфера в последнем примере. Во-первых, это создает проблему неэффективности - основной поток должен выполнить много перемещений памяти при удалении первого элемента большого списка строк, а во-вторых, это означает, что с использованием описанного метода управления потоками буфер может расти без предела. Попробуйте удалить строку, которая устанавливает приоритет потока. Вы увидите, что рабочий поток выдает результаты быстрее, чем поток VCL может их обработать, что приводит к увеличению списка. Это замедляет поток VCL еще сильнее (так как действия по удалению строк происходят дольше для большого списка), и проблема усугубляется. В конечном вы увидите, что список становится достаточно большим, заполняет всю память, машина начинает сбоить, и все останавливается. Фактически при испытании примера я не мог заставить Delphi реагировать на запрос выхода из программы и пришлось прибегать к использованию менеджера задач Windows NT, чтобы закрыть процесс!   
Хотя эта программа на первый взгляд и проста, но она иллюстрирует большое количество потенциальных нежелательных эффектов. Более устойчивые решения этих проблем обсуждаются во последующих главах данного руководства.   
  
Мьютексы.  
  
Читатель может подумать, что я потратил столько времени на объяснение критических секций, и совсем забыл о мьютексах. Но это не так - просто мьютексы не представляют собой никаких новые концепций. Мьютекс работает точно так же, как и критическая секция. Единственное различие в реализациях Win32 - в том, что критическая секция ограничена использованием в пределах только одного процесса. Если у вас есть единая программа, которая использует несколько потоков, то критическая секция - легкий и удобный способ обеспечения ваших потребностей. Тем не менее, при написании DLL часто возможно использование DLL несколькими разными процессами одновременно. В этом случае вы должны использовать вместо критических секций мьютексы. Хотя Win32 API обеспечивает более обширный диапазон функций для работы с мьютексами и другими объектами синхронизации, чем будет рассмотрено нами, следующие функции аналогичны функциям, приведенным выше для критических секций:

* CreateMutex / OpenMutex
* CloseHandle
* WaitForSingleObject(Ex)
* ReleaseMutex

Эти функции хорошо документированы в справке Win32 API, и будут более детально обсуждаться позже.   
  
[1] Протокол TCP выполняет также много других странных и удивительных функций, среди которых, например, копирование с потерей информации или оптимизация размеров окна так, чтобы поток данных соответствовал возможностям не только обеих машин, но также и связывающей их сети, минимизируя задержки и увеличивая пропускную способность. Он также содержит back-off алгоритмы для гарантии того, что несколько TCP-соединений могут разделять одно физическое соединение без монополизации физического ресурса одним из них.

Глава 7. Программирование с использованием мьютексов. Управление конкуренцией.  
  
Содержание:

* Пора позаботиться о стиле.
* Тупик из-за упорядочения мьютексов.
* Избавляемся от зацикливания потоков путем ожидания.
* Избавляемся от зацикливания, устанавливая упорядочение захвата мьютексов.
* Из огня да в полымя!
* Избавляемся от зацикливания "ленивым способом", давая Win32 сделать это за нас.
* Атомарность составных операций - управление конкуренцией оптимистическим и пессимистическим образом.
* Оптимистическое управление.
* Пессимистическое управление.
* Избавляемся от недостатков в схеме блокировки.
* Еще не все ясно? Можно и попроще!

Пора позаботиться о стиле?  
  
Большинство представленных до сих пор в этом руководстве примеров было довольно грубыми. При проектировании многократно используемых компонентов или структуры большого многопоточного приложения, метод "полета вслепую" не подходит. Разработчик приложений или компонентов должен создавать классы со встроенными средствами обеспечения потокобезопасности, то есть классы, к которым возможен доступ из других потоков, содержащие подходящие внутренние механизмы, гарантирующие сохранность данных. Для этого разработчик компонентов должен позаботиться о решении некоторых проблем, которые возникают при использовании мьютексов в очень сложных приложениях. Если вы впервые пытаетесь написать потокобезопасный класс, не откладывайте из-за кажущейся сложности изучение вопросов, рассматриваемых в этой главе. Довольно часто может быть принято упрощенное решение, которое ценой некоторой эффективности позволяет избежать многих упомянутых здесь проблем. Заметьте, что решения, в которых упоминаются мьютексы, ообычно так же хорошо применимы и к критическим секциям. Я для краткости не буду каждый раз это отмечать.   
  
Тупик из-за упорядочения мьютексов.  
  
Если в программе имеется несколько мьютексов, то бывает нетрудно ввести ее в тупик неправильным кодом синхронизации. Наиболее часто это происходит, если существует циклическая зависимость порядка, в котором захватываются мьютексы. В академической литературе это часто называют проблемой **трапезы философов**. Как мы видели ранее, критерий возникновения зацикливания состоит в том, что потоки ждут, пока другой поток освободит объект синхронизации. Простейший пример - для двух потоков, один из которых захватывает мьютекс A до захвата мьютекса B, а другой захватывает мьютекс B до захвата мьютекса A.
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Конечно, вполне возможно получить зацикливание программы и более сложным образом, с циклической цепочкой зависимостей, как показано ниже для четырех потоков и четырех мьютексов от A до D.
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Очевидно, что подобные ситуации недопустимы в большинстве приложений. Существует несколько способов решения этой задачи и методы снятия проблем с такими зависимостями, что и позволяет избавиться от зацикливания.   
  
Избавляемся от зацикливания потоков путем ожидания.  
  
Функции Win32, работающие с мьютексами, *не требуют*, чтобы поток вечно ждал воэможности захвата объекта мьютекса. Функция WaitForSingleObject позволяет определить время, в течение которого поток будет ждать. По его истечении поток будет разблокирован, и функция вернет код ошибки, показывающий, что время ожидания вышло. При использовании мьютексов для обеспечения доступа к критическому участку кода обычно не предполагается, что потоку придется ждать очень долго, так что установка периода ожидания (time-out) в пределах нескольких секунд вполне разумна. Если ваш поток использует этот метод, то он должен, конечно, правильно обрабатывать ошибки, например, повтором попытки или отказом от действия. При использовании критической секции такой возможности нет, так как функции ожидания критической секций ждут бесконечно.   
  
Избавляемся от зацикливания, устанавливая упорядочение захвата мьютексов.  
  
Хотя возможность справиться с проблемами приобретения мьютекса и есть, лучше все-таки заранее гарантировать, чтобы тупиковые ситуации вообще не возникли. Поскольку такое зацикливание вызвано циклическими зависимостями, оно может быть устранено насильным упорядоченим приобретения мьютексов. Это упорядочение очень просто. Пусть у нас есть программа с мьютексами *M1*, *M2, M3*, ... *Mn*, где одним или несколькими мьютексами могут владеть потоки программы.

* Зацикливание не произойдет, если потоки, которые пытаются захватить некоторый мьютекс *Mx*, в этот момент не владеют никакими мьютексами "более высокого приоритета", т.е., *M(x+1)* ... *Mn*.

Звучит несколько абстрактно? Рассмотрим простой конкретный пример. В этой части данной главы я упоминаю "блокировку" и "разблокирование" объектов. Эта терминология вполне уместна, когда мьютекс связан с куском данных, и требуется атомарный доступ к этим данным. Следует отметить, что это также означает, что каждый поток, получает доступ (захватывает) мьютекс до доступа к объекту, и освобождает мьютекс после операций с ним: такие действия уже обсуждались ранее, отличие только в терминах, которые более подходят в случае объектно-ориентированной (OO) модели. В этом смысле **Object.Lock** можно рассматривать как эквивалент **EnterCriticalSection(Object.CriticalSection)** или, возможно, **WaitForSingleObject(Object.Mutex,INFINITE)**.
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У нас есть структура данных - список, к которому имеют доступ несколько потоков. В списке несколько объектов, у каждого из которых есть собственный мьютекс. На данный момент мы считаем, что структура списка статическая, не изменяется, и, таким образом, потоки могут проводить чтение без какой-либо блокировки. Потоки, работающие с этой структурой данных, могут совершить одно из следующих действий:

* Чтение элемента с блокировкой его, чтением данных, затем разблокировка.
* Запись в элемент с блокировкой его, записью данных, затем разблокировка.
* Сравнение двух элементов, с поиском в списке, блокировкой обоих элементов, затем осуществляется сравнение.

Простой псевдокод для этих функций, без учета приведения типов, обработки исключений и других вторичных проблем, может выглядеть примерно так

|  |
| --- |
| **Код** |
| function Read(L: TList; Index: integer): integer; begin   if (Index > 0) and (L.Count > Index) then   begin     with L.Items[Index] do     begin       Lock;       Result := Value;       Unlock;     end;   end   else     raise ENotFound; end;  procedure Write(L: TList; Index: integer; NewVal: integer); begin   if (Index > 0) and (L.Count > Index) then   begin     with L.Items[Index] do     begin       Lock;       Value := NewVal;       Unlock;     end;   end   else     raise ENotFound; end;  function Compare(L: TList; Ind1, Ind2: integer): integer; begin   if (Ind1 > 0) and (Ind2 > 0) and (L.Count > Ind1) and (L.Count > Ind2) then   begin     L.Items[Ind1].Lock;     L.Items[Ind2}.Lock;     Result := L.Items[Ind2].Value - L.Items[Ind1].Value;     L.Items[Ind2].Unlock;     L.Items[Ind1].Unlock;   end   else     raise ENotFound; end; |

Представим момент, в который потоку нужно сравнить элементы списка X и Y. Если поток всегда блокирует X, а потом Y, то может возникнуть зацикливание, если одному потоку нужно сравнивать элементы 1 и 2, а другому потоку - сравнивать 2 и 1. Одно из простых решений состоит в том, чтобы всегда блокировать сначала элемент с меньшим номером, или сортировать входные индексы, осуществлять блокировку, и правильно получать результаты сравнения. Однако более интересная ситуация создается, если объект содержит информацию о другом объекте, с которым требуется сравнение. В этом случае поток может блокировать первый объект, получить индекс второго объекта в списке, найти, что он располагается в списке ниже, блокировать его, и затем произвести сравнение. Все очень легко. Проблема возникает, когда второй объект находится в списке выше первого. Мы не можем блокировать его немедленно, так как это приведет к тупику. Теперь нам придется разблокировать первый объект, блокировать второй, и затем снова блокировать первый объект. Вот так удастся избежать тупика. Вот пример процедуры косвенного сравнения, представляющей данный подход

|  |
| --- |
| **Код** |
| function CompareIndirect(L: TList; Ind1: integer): integer; var   Ind2: integer;  begin   if (Ind1 > 0) and (L.Count > Ind1) then   begin     L.Items[Ind1].Lock;     Ind2 := L.Items[Ind1];     Assert(Ind2 <> Ind1); {I'm not even going to consider this nasty case in any more detail!}     if Ind2 > Ind1 then       L.Items[Ind2].Lock     else     begin       L.Items[Ind1].Unlock;       L.Items[Ind2].Lock;       L.Items[Ind1].Lock;     end;     Result := L.Items[Ind2].Value - L.Items[Ind1].Value;     L.Items[Ind1].Unlock;     L.Items[Ind2].Unlock;   end   else     raise ENotFound; end; |

Из огня да в полымя!  
  
Хотя так удается избежать тупика, появляются новые проблемы. При задержке между разблокировкой и вторичной блокировкой первого объекта мы не можем быть уверены, что другой поток за нашей спиной не модифицирует первый объект. Все это потому, что мы совершали составную операцию: действие в целом теперь уже не атомарно. Решения этой проблемы обсуждаются ниже.   
  
Избавляемся от зацикливания "ленивым способом", давая Win32 сделать это за нас.  
  
Зная, что могут появиться такие проблемы, разработчики операционных систем Microsoft предусмотрели еще один путь их решения через другую функцию синхронизации Win32: WaitForMultipleObjects(Ex). Эта функция позволяет программисту ожидать и захватывать многочисленные объекты синхронизации (включая мьютексы) одновременно. В частности, она позволяет потоку ожидать, пока один или все из набора объектов не будут свободны (signalled) (в случае мьютексов - у них не будет владельцев), и тогда захватить объекты. Большое преимущество этого способа состоит в том, что если два потока ожидают мьютексы A и B, то не имеет значения порядок, в котором они идут в наборе объектов, подлежащих ожиданию, и либо ни один из объектов не будут захвачен, либо все они будут захвачены атомарно, так что зацикливание становится невозможным.   
У этого метод также имеется несколько недостатков. Первый недостаток в том, что поскольку *все* объекты синхронизации должны быть свободны прежде, чем *любой* из них будет захвачен, то возможно, что поток, ждущий много объектов, долгое время не сможет захватить их, если другие потоки владеют какими-нибудь из этих же объектов синхронизации поодиночке. Например, самый левый поток на диаграмме мог бы ожидать мьютексы A, B и C, в то время как другие три потока захватывали каждый мьютекс отдельно. В самом неблагоприятном случае поток, ожидающий освобождения многочисленных объектов, вообще никогда не сможет их захватить.   
Второй недостаток в том, что *все-таки* возможно попасть в тупик, но на этот раз не с отдельными мьютексами, а с набором из нескольких мьютексов сразу! Следующая диаграмма (прим.переводчика: диаграмма в оригинале отстутствует) иллюстрирует ситуацию, которая, несомненно, приведет к тупику, как и в примере, представленном в начале этой главы.   
Третий недостаток этого метода, как и метода исключения тупика путем "ожидания" - невозможно использовать эти функции, если вы применяете критические секции; функция EnterCriticalSection не позволяет задать время ожидания, и не возвращает кода ошибки.   
  
Атомарность составных операций - управление конкуренцией оптимистическим и пессимистическим образом.  
  
Рассматривая выше упорядочение мьютексов, мы встречались с ситуацией, когда было нужно разблокировать и потом заново блокировать объект для правильного упорядочения мьютексов. Это означает, что над объектом совершалось несколько действий, и блокировка его снималась в несколько стадий.   
  
Оптимистическое управление.  
  
Один из путей работы с этой проблемой - предположить, что конфликт потоков очень маловероятен, и просто проверять, не случился ли он, и возвращать ошибку если это произошло. Часто это вполне работоспособный метод решения проблемы в сложных ситуациях, если "загрузка" структуры данных различными потоками не слишком высока. В случае, представленном ранее, мы можем тривиально узнать о наличии этого конфликта, храня локальную копию данных, и проверяя, что данные верны после разблокировки обоих объектов в требуемом порядке. Вот измененная процедура

|  |
| --- |
| **Код** |
| function CompareIndirect(L: TList; Ind1: integer): integer; var   Ind2: integer;   TempValue: integer;  begin   if (Ind1 > 0) and (L.Count > Ind1) then   begin     L.Items[Ind1].Lock;     Ind2 := L.Items[Ind1];     Assert(Ind2 <> Ind1); {I'm not even going to consider this nasty case in any more detail!}     if Ind2 > Ind1 then       L.Items[Ind2].Lock     else     begin       TempValue := L.Items[Ind1].Value;       L.Items[Ind1].Unlock;       L.Items[Ind2].Lock;       L.Items[Ind1].Lock;     end;     if TempValue := L.Items[Ind1].Value then       Result := L.Items[Ind2].Value - L.Items[Ind1].Value     else       {Perhaps some retry mechanism?};     L.Items[Ind1].Unlock;     L.Items[Ind2].Unlock;   end   else     raise ENotFound; end; |

С более сложными структурами данных можно иногда прибегать к использованию глобально уникальных идентификаторов или меток версии элементов данных. Личное примечание: я работал вместе с группой других студентов над университетским проектом, и этот метод зарекомендовал себя очень хорошо: метка-число последовательно увеличивалась всякий раз, когда часть данных была изменена (в этом случае данные состояли из записей в многопользовательском дневнике). Данные во время чтения блокировались и после этого показывались пользователю, и если пользователь редактировал данные, то число сравнивалось с тем, что пользователь получал при последнем чтении, и коррекция не принималась, если числа не совпадали.   
  
Пессимистическое управление.  
  
Мы можем использовать и несколько другой подход к этой проблеме, считая, что список, вероятно, будет модифицирован, и, таким образом, требуется его блокировка. Все действия, которые читают или пишут в список, включая поиск, должны его сначала блокировать. Это обеспечивает альтернативное решение проблемы корректной блокировки нескольких объектов списка. Давайте снова рассмотрим действия, которые мы хотим выполнять, обратив внимание на несколько модифицированную схему блокировки.   
Поток может читать и модифицировать содержимое объекта, имеющегося в списке, но не изменять размещение его в списке и не удалять объект. Эта операция может занять много времени, и мы не хотим воспрепятствовать работе других потоков, которые могут захотеть обратиться к другим объектам, так что поток, модифицирующий объект, должен выполнить следующие действия:

* Блокировать список.
* Найти объект в списке.
* Блокировать объект.
* Разблокировать список.
* Провести действия над объектом.
* Разблокировать объект.

Это прекрасно, потому что даже если операция чтения или записи будет длительной, весь список не блокируется надолго, и другие потоки без задержки могут изменять другие объекты списка.   
Поток может уничтожить объект, реализуя такой алгоритм:

* Блокировать список.
* Блокировать объект.
* Удалить объект из списка.
* Разблокировать список.
* Удалить объект (учитывая возможные ограничения при уничтожении блокированного мьютекса).

Заметьте, что возможно разблокировать список до окончательного удаления объекта, поскольку мы убрали объект из списка, и знаем, что никакие другие действия над объектом или списком не осуществляются (и тот, и другой блокированы).   
Мы подошли к интересной части. Поток может сравнить два объекта, выполняя более простой алгоритм, чем приведенные выше:

* Блокировать список.
* Найти в списке первый объект.
* Блокировать первый объект.
* Найти в списке второй объект.
* Блокировать второй объект.
* Разблокировать список.
* Провести сравнение.
* Разблокировать оба объекта (в любом порядке).

Заметьте, что в операции сравнения я не устанавливал никаких ограничений на порядок, в котором осуществляется блокировка объектов. Не приведет ли это к тупику? Приведенным алгоритмам не нужно следовать никаким критериям, представленным в начале этой главы, чтобы избежать тупика, но все-таки он не случится. Этого не происходит, поскольку когда поток блокирует мьютекс объекта, он уже владеет мьютексом списка, и, таким образом, блокирует несколько объектов, не освобождая мьютексы списка, так что составная блокировка нескольких объектов становится атомарной. В результате мы можем пересмотреть вышеуказаные критерии:

* Зацикливание не произойдет, если потоки, которые пытаются захватить некоторый мьютекс *Mx*, в этот момент не владеют никакими мьютексами "более высокого приоритета", т.е., *M(x+1)* ... *Mn*.
* Кроме того, оно не случится, и если мьютексы захватываются не в указанном порядке (когда нарушен первый критерий), и для любой группы мьютексов, участвующей в неупорядоченной блокировке, все наборы блокировочных операций над этими мьютексами атомарны, причем действия по блокировке следует заключать в критическую секцию (полученную блокировкой другого мьютекса).

Избавляемся от недостатков в схеме блокировки.  
  
Сейчас следует отметить, что вышеприведенный пример характерен для кода блокировки, который очень чувствителен к упорядочению. Прежде всего это должно показать, что при разработке нетривиальных схем блокировки надо обращать особое внимание на порядок событий.   
Если вы можете быть уверены, что ваша программа будет работать только под Windows NT (или 2K), то Windows API на самом деле предоставляет еще одно решение проблемы составных действий при разблокировке и новой блокировке объектов. Функция API **SignalObjectAndWait** позволяет вам атомарно освобождать (signal) один объект синхронизации и ждать другого. Сохраняя эти два действия атомарными, вы можете передать состояние блокировки одного объекта на другой, в то же время гарантируя, что никакие другие потоки не изменят состояние объектов во время передачи. Это означает, что оптимистическое управление параллелизмом в таких ситуациях не требуется.   
  
Еще не все ясно? Можно и попроще!  
  
Если вам удалось продолжить чтение до этого момента, то я вас поздравляю - вы достигли базового понимания проблем, которые дают авторам многопоточных приложений существенную пищу для размышлений. Полезно подчеркнуть, что усложненные схемы блокировки внутренних структур данных обычно необходимы только для высопроизводительных систем. Для небольших программ часто можно обойтись менее сложными методами. Вот пара методов "победы малой кровью".

* Не заботьтесь об эффективности, блокируйте все,что можно.
* При работе с данными положитесь на BDE.

Блокировка всех разделяемых данных часто неплохо работает, если вы можете несколько пожертвовать эффективностью. Большинство пользователей предпочитают программы, которые работают чуть медленнее, чем те, которые непредсказуемо зависают из-за ошибок в схеме блокировки. Если имеется большой объем данных, сохранность которых очень важна, то подойдет работа с данными через BDE. Все системы управления базами данных непременно являются потокобезопасными, то есть вы можете без проблем получать доступ к вашим данным из отдельных потоков. Если вы будете использовать базы данных, то вам придется кое-что узнать об управлении транзакциями, т.е. о **reservation** и использовании семантики **prepare, commit** и **rollback**, но пока примите на веру, что подход, основанный на транзакциях, решает проблемы конфликтов потоков; большая часть сложной работы по кодированию для вас уже сделана. Использование BDE c потоками будет описано позже.

Глава 8. Потокобезопасные классы в Дельфи и приоритеты.  
  
Содержание:

* Для чего писать потокобезопасные классы?
* Типы потокобезопасных классов.
* Потокобезопасная инкапсуляция или наследники существующих классов.
* Классы управления потоками данных.
* Мониторы.
* Классы Interlock (взаимоблокировки).
* Поддержка потоков в VCL.
* TThreadList
* TSychroObject
* TCriticalSection
* TEvent и TSimpleEvent
* TMultiReadExclusiveWriteSynchroniser.
* Руководство разработчика потокобезопасных классов.
* Управление приоритетами.
* Что такое приоритет? Как это делается в Win32.
* Какой приоритет дать моему потоку?

Для чего писать потокобезопасные классы?  
  
В простых программах на Delphi, написанных начинающими работать с потоками, синхронизация часто является частью логики приложения. Как продемонстрировано в предыдущей главе, очень легко допустить неуловимые ошибки в логике синхронизации, а разработка отдельной схемы синхронизации для каждого приложения требует большого труда. Лишь немногие механизмы синхронизации используется неоднократно: почти весь потоки, связанные с вводом-выводом, обмениваются данными через общие буферы, и часто используются списки и очереди без встроенной синхронизации. Эти факторы указывают, что следует уделить внимание построению библиотеки потокобезопасных объектов и структур данных: проблемы, возникающие в межпотоковом обмене- непростые, но несколько общих решений подойдут почти во всех случаях.   
Иногда необходимо написать потокобезопасный класс, поскольку никакой другой метод неопустим. Код в DLL, который имеет доступов к уникальным системным данным, должен содержать синхронизацию потоков, даже если DLL и не содержит никаких объектов потоков. Так как большинство программистов на Delphi использует средства языка (классы) для обеспечения возможности модульной разработки и повторного использования кода, эти DLL будут содержать классы, и эти классы должны быть потокобезопасными. Некоторые могут быть довольно простыми, как, например,вышеописанные общие буферные классы. Тем не менее, вполне вероятно что некоторые из этих классов могли осуществлять блокировку ресурсов или другие механизмы синхронизации специфическими средствами ради решения конкретной задачи.   
  
Типы потокобезопасных классов.  
  
Классы могут быть самыми разными, программисты с определенным опытом в Delphi знают, что концепция класса используется многими способами. Некоторые классы используются в основном как структуры данных, другие - как обертки для упрощения сложной внутренней структуры. Иногда семейства совместно работающих классов использутся, чтобы обеспечивать гибкость в достиженеии общей цели, как хорошо демонстрирует механизм потков данных (streams) в Delphi. Аналогичное разнообразие существует и среди потокобезопасных классов. В некоторых случаях классификация может получиться немного расплывчатой, но тем не менее, можно выделить четыре различных типа потокобезопасных классов.   
  
Потокобезопасная инкапсуляция или наследники существующих классов.  
  
Это самый простой тип многопоточного класса. Обычно расширяемый класс имеет довольно ограниченную функциональность и самодостаточен. В простейшем случае создание поттокобезопасного класса может состоять просто из добавления мьютекса и двух дополнительных функций - методов класса, Lock (блокировка) и UnLock. Кроме того, функции, манипулирующие данными класса, могут выполнять блокировку и операции разблокировки автоматически. Какой метод использовать, зависит в основном от количества возможных операций с объектом, и желания программиста самостоятельно создать функции блокировки для обеспечения атомарности составных действий.   
  
Классы управления потоками данных.  
  
Это небольшое расширение вышеуказанного типа, обычно они состоят из буферных классов: списков, стеков и очередей. Дополнительно к поддержке атомарности, эти классы могут выполнять автоматическое управление потоками данных в работающем с буфером потоке. Это часто состоит в задержке потоков, пытающихся читать из пустого буфера или писать в заполненный. Разработка таких классов более полно обсуждается в Главе 10. Множество оперыций может поддерживаться одним классом: с одной стороны, будут обеспечиваться полностью неблокировки действия, с другой стороны, все действия могут блокироваться если они не могут успешно завершить. Компромисс часто достигается, когда действия асинхронны, но обеспечивают обратную связь или обмен сообщениями, когда прежде неудачное действие, вероятно, достигнет цели. Сокеты Win32 API является хорошим примером интерфейса потока данных, которые осуществляют все вышеуказанные возможности в том,что касается управление потоками.   
  
Мониторы.  
  
Мониторы являются логическим шагом вперед от классов управления потоками данных. Они обычно допускают параллельный доступ к данным, которые требуют более сложной синхронизации и блокировки, чем обеспечивает простая потокобезопасная инкапсуляция существующего класса Delphi. Системы управления базами данных относятся к наиболее высокой категории мониторов: обычно в них предусмотрена сложная блокировка и схема управления транзакциями для обеспечения максимальной степени параллелизма при доступе к общим данным с минимальным ущербом производительности из-за конфликтов потоков. СУБД работают довольно специфическим образом, используя управление транзакциями для тщательного контроля над составными операциями, и при этом они также обеспечивают гарантии непрерывности выполняемых операций до самого их завершения. Другим хорошим примером монитора является файловая система. Файловые системы Win32 позволяют нескольким потокам иметь доступ ко многочисленным файлам, которые могут быть открыты несколькими разными процессами одновременно в различных режимах. Большая часть хорошей файловой системы состоит из управления дескрипторами и блокировочных схем, которые обеспечивают оптимальную производительность, гарантируя при этом сохранение атомарности и непрерывности операций. Все потоки могут обращаться к файловой системе, и она гарантирует, что никакие операции не будут вступать в конфликт, и как только операция завершится, ее результат непременно будет записан на диск. В частности файловая система NTFS базируется на журнале событий ("log based"), и обеспечивает сохранность данных даже в случае отказа питания или зависания операционной системы.   
  
Классы Interlock (взаимоблокировки).  
  
Классы взаимоблокировки в этой классификации стоят особняком, посколькуони не содержат никаких данных. Некоторые механизмы блокировки полезны тогда, когда код блокировки легко отделить от кода манипуляции с общими данными. Лучший пример этого в Delphi - класс "Multiple reader single writer interlock", который разрешает разделяемое чтение и атомарную запись некоего ресурса. Его работа будет рассмотрена ниже, в внутренняя реализация класса будет изучена в следующей главе.   
  
Поддержка потоков в VCL.  
  
В Delphi 2 не было классов для поддержки многопоточного программирования, всю синхронизацию приходилось делать только полагаясь на собственные силы. С тех пор библиотека VCL в этом отношении была значительно улучшена. Я опишу классы, имеющиеся в Delphi 4, так как у меня именно эта версия. Пользователи Delphi 3 и 2 увидят, что некоторые классы отсутствуют в этих версиях, а пользователи Delphi 5 и более новых версий найдут многочисленные расширения этих классов. В этой главе я представлю краткое описание этих классов и их использования. Замечу, что в общем-то многие из встроенных в Delphi классов не слишком полезны: они предоставляют слишком мало преимуществ по сравнению с механизмами, обеспечиваемыми Win32 API.   
  
TThreadList  
  
Как уже упоминалось ранее, списки, стеки и очереди часто применяются при реализации задачи взаимодействия потоков. Класс TThreadList осуществляет базовый вид синхронизации, требующийся для потоков. Вдобавок ко всем методам, имеющимся в TList, предусмотрены два дополнительных: Lock и UnLock. Использование их должно быть довольно очевидно для читателей, которые проработали предыдущие главы: список блокируется перед манипуляциями с данными и разблокируется после них. Если поток выполняет над списком многочисленные действия , который должны быть атомарны, то список должен оставаться блокированным. Список не осуществляет никакой неявной синхронизации для принадлежащих ему объектов. Программист может при желании разработать механизмы дополнительной блокировки для обеспечения таких возможностей, а кроме того, использовать блокировку списка для контроля всех операций со структурами данных, принадлежащими ему.   
  
TSychroObject  
  
Этот класс предоставляет виртуальные методы Acquire и Release, которые используются во всех главных классах синхронизации Delphi, предоставляя основу для реализации концепции владения, блокировки или захвата простых объектов синхронизации, подобно тому, как уже обсуждалось ранее. Классы критической секции и классы событий (event) являются его наследниками.   
**TCriticalSection**Этот класс не нуждается в подробном описании. Я подозреваю, что его включение в Delphi - просто дань тем программистам, кто испытывает антипатию к Win32 API. Следует только отметить, что он предоставляет четыре метода: Acquire, Release, Enter и Leave. Два последних только вызывают два первых, для удобства программистов, предпочитающих один из наборов терминов.   
  
TEvent и TSimpleEvent  
  
События (Event) - несколько другой способ обеспечения синхронизации. Вместо осуществления взаимного исключения, они применяются, чтобы заставить какое-то количество потоков ожидать, пока что-то не произойдет, а при возникновении этого события освобождать один или все эти потоки. TSimpleEvent - класс события, который определяет различные параметры по умолчанию, наиболее вероятно использующиеся в приложениях Delphi. События тесно связаны с семафорами и обсуждаются в последующей главе.   
  
TMultiReadExclusiveWriteSynchroniser.  
  
Это объект синхронизации полезен в ситуациях, когда многим потокам нужно читать из коллективного ресурса, но запись в него ведется сравнительно редко. В таком случае часто нет необходимости полностью блоктровать ресурс. В первых главах я утверждал, что любое несинхронизированное использование общих ресурсов, вероятно, приведет к конфликтам потоков. Хотя это и верно, не всегда обязательно использовать полное взаимное исключение. Полное взаимное исключение подразумевает, что в каждый момент только один поток осуществляет какую-то операцию. Мы можем ослабить это требование, если понимаем, что есть два основных типа конфликтов потоков:

* запись после чтения
* запись после записи

Конфликты первого рода происходят, если один поток пишется в раздел ресурса после того, как другой поток прочитал это значение, и считает его верным. Этот тип конфликтов проиллюстрирован в Главе 3. Конфликт второго рода бывает, когда два потока пишут в общий ресурс, один после другого, причем читающий поток не знает о более ранней записи. Это приводит к уничтожению первой записи. Конечно, некоторые действия вполне допустимы: чтение после чтения, чтение после записи. Эти две операции постоянно выполняются в однопоточных программах! Это, очевидно, указывает, что мы можем немного ослабить критерии согласованности работы с данными. Минимальные условия:

* Несколько потоков могут читать одновременно.
* Только один поток может писать в каждый момент.
* Если поток пишет, ни один из потоков не может читать.

Синхронизатор MultiReadExclusiveWriteSynchroniser обеспечивает эти условия с помощью четырех функций: BeginRead, BeginWrite, EndRead и EndWrite. При вызове их до и после записи достигается необходимая синхронизация. Что же касается программиста, то он может рассматривать этот синхронизатор как очень похожий на критическую секцию, с тем исключением, что поток использует его или для чтения или для записи.   
  
Руководство разработчика потокобезопасных классов.  
  
Хотя в последующих главах и рассматриваюся детали создания потокобезопасных классов и различные преимущества и ловушки, в которые можно попасть при их проектировании, видимо, стоит отметить несколько простых пунктов, которые нужно будет всегда учитывать.

* Кто блокирует?
* Экономия блокировочных ресурсов.
* Обработка ошибок.

Ответственность за блокировку в потокобезопасном классе можно отдать на откуп или разработчику класса, или программисту - пользователю класса. Если класс обеспечивает только простую функциональность, обычно лучше, чтобы за блокировку отвечали пользователи класса. Они, вероятно, будут используют несколько экземпляров данного класса, и дав им ответственность за блокировку, мы гарантируем, что не будет неожиданных зацикливаний, а также даем им выбор уровня блокировки, чтобы добиться либо простоты, либо эффективности. Для более сложных классов, например, мониторов, ответственность за блокировку обычно перекладывают на сам класс (или набор классов), скрывая таким образом сложность блокировки от конечного пользователся класса  
В целом, ресурсы должны блокироваться по возможности минимально, и их блокировка должна тщательно настраиваться. Хотя упрощенные схемы блокировки схем и уменьшают шансы внесения в код трудноуловимых ошибок, они могут значительно снизить преимущества в производительности при использовании потоков. Конечно, нет ничего плохого в том,чтобы начинать с простого, но при возникновении проблем с производительностью схему блокировки придется изучатьи проверять более тщательно.   
Ничто не работает всегда без ошибок. При использовании вызовов Win32 API, учтите возможность неудачи операции. Если вы относитесь к тем программистам, кто не против проверять тысячи кодов ошибок, то это выполнимо. Иначе вы можете захотеть написать класс-обертку, который инкапсулирует возможности объектов синхронизации Win32, вызывая исключения, когда происходят ошибки. В любом случае хорошо подумайте об использовании блоков **[b]try**... **finally**[/b], чтобы в случае неудачи гарантировать, что объекты синхронизации останутся в предсказуемом состоянии.   
  
Управление приоритетами.  
  
Вся потоки созданы равными, но некоторые более равны, чем другие (Orwell, Animal Farm). Планировщик должен поделить время CPU между всеми потоками, в любой момент работающими на машине. Для этого ему нужно иметь некоторое представление о том, насколько каждый поток будет использовать CPU, и как важно исполнять конкретный поток, когда он готов работать. Большинство потоков ведут себя одним из двух способов: во время выполнения они задействуют в основном или CPU или ввод/вывод.   
Интенсивно использующие CPU потоки обычно выполняют долгие численные расчеты в фоновом режиме. Они будут занимать все отведенные им ресурсы процессора, но редко будут приостанавливаться для ожидания ввода-вывода или взаимодействия с другими потоками. Довольно часто время их выполнения не особенно критично. Например, поток в программе компьютерной графики может осуществлять долгую операцию по обработке изображения (фильтрация или вращение картинки), и она может занять несколько секунд или даже минут. С точки зрения планировщика, выделяющего кванты процессорного времени, этому потоку никогда не нужно запускаться безотлагательно, так как пользователя не волнует, двенадцать или тринадцать секунд займет выполнение этой операции, и никакой другой поток в системе не ждет результатов этого действия как можно скорее.   
По другому обстоит дело с выделением времени потокам, связанным с вводом-выводом. Они обычно не занимают много процессорного времени, и могут состоять из сравнительно небольших кусков кода обработки. Они очень часто приостанавливаются (блокируются) устройствами ввода-вывода, а когда они получают информацию, то обычно запускаются на короткое время, обрабатывают ввод, и почти немедленно приостанавливаются снова, если больше нет доступной для обработки информации. Примером может служить поток, обрабатывающий действия по перемещению мыши и коррекции положения курсора. Каждый раз при передвижении мыши поток запускается на очень малую долю секунды, обновляя курсор, и затем приостановливается. Потоки подобного типа обычно гораздо более критичны ко времени: они не запускаются надолго, но их запуск должен происходить немедленно. В большинстве GUI систем неприемлемо, чтобы курсор мыши не откликался на ввод даже в течение короткого периода времени, и, следовательно, поток, отвечающий за работу с мышью, является довольно критичным ко времени. Пользователи WinNT могут обратить внимание, что даже когда компьютер занимается интенсивными вычислениями, курсор мыши реагирует немедленно. Весь операционные системы с вытесняющей могозадачностью, включая Win32, обеспечивают поддержку этих концепций, разрешая программисту назначать "приоритеты" потоков. Обычно потоки с более высокими приоритетами связаны со вводом-выводом, а потоки с более низкими приоритетами связаны с вычислительными задачами процессора. Реализация приоритетов потоков в Win32 слегка отличается от реализации, например, в UNIX, так что обсуждаемые здесь детали относятся только к Win32.   
  
Что такое приоритет? Как это делается в Win32.  
  
Большинство операционных системы назначают потокам приоритет для определения, сколько времени CPU должен получать каждый поток. В Win32 фактический приоритет каждого потока вычисляется динамически исходя из множества факторов, некоторые из которых могут непосредственно быть установлены программистом, а некоторые - нет. К этим факторам относятся класс приоритета (**Priority Class**) процесса, уровень приоритета (**Priority Level**)потока, используемые вместе для определения базового приоритета (**Base Priority**) и уровня повышения приоритета (**Priority Boost**), действующих для этого потока. Класс приоритета устанавливается для каждого запущенного процесса. Почти для всех приложений Дельфи он будет Normal, за исключением скринсейверов, которым можно установить класс приоритета Idle. Обычно программисту в Дельфи не нужно изменять класс приоритета запущенного процесса. Уровень приоритета каждого потока можно затем установить в рамках класса , назначенного для процесса, что более полезно, и программист может использовать вызов API **SetThreadPriority** для изменения уровня приоритета потока. Допустимые значения параметра: **THREAD\_PRIORITY\_HIGHEST, THREAD\_PRIORITY\_ABOVE\_NORMAL, THREAD\_PRIORITY\_NORMAL, THREAD\_PRIORITY\_BELOW\_NORMAL, THREAD\_PRIORITY\_LOWEST** и **THREAD\_PRIORITY\_IDLE**. Поскольку реальный базовый приоритет потока вычисляется на основе *как* уровня приоритета, *так и* класса приоритета процесса, потоки с уровнем приоритета Above Normal в процессе с классом приоритета Normal будут обладать большим базовый приоритетом, чем потоки с уровнем приоритета Above Normal в процессе с классом приоритета Below Normal. Как только базовый приоритет потока вычислен, он остается фиксированным на все время жизни потока или пока уровень приоритета (или класс процесса) не изменится. Тем не менее, фактический приоритет, используемый в каждый момент, планировщик задач слегка изменяет в результате повышения приоритета.  
Повышение приоритета является механизмом, используемым планировщиком, чтобы постараться учесть поведение потоков во время выполнения. Некоторые потоки будут полностью занимать CPU или ввод/вывод во время своего исполнения, и планировщик может повысить приоритет этих потоков, но не выделит им полный квант времени. Кроме того, потокам, которые владеют дескрипторами окон, находящихся в данный момент на переднем плане (foreground) также дается небольшое повышение приоритета для улучшения реакции на действия пользователя  
  
Какой приоритет дать моему потоку?  
  
Поняв основы обращения с приоритетам, мы можем теперь попытаться назначить нужные уровни приоритетов уровни потокам нашего приложения. Учтите, что по умолчанию поток VCL выполняется с уровнем приоритета normal. В обшем большинство Дельфи-приложений пишутся так, чтобы по возможности обеспечивать пользователю наиболее быструю ответную реакцию, так что редко нужно увеличивать приоритет потока выше normal - при этом всякий раз при выполнении потока будет происходить задержка многих действий, например, перерисовки окна. Большинство потоков, имеющих дело со вводом/выводом или передачей данных в приложениях Дельфи можно оставить приоритетом normal, так как, если нужно, планировщик задач даст потоку больше времени, а если поток занимает слишком много процессорного времени, то увеличения доли времени не произойдет, что приводит к разумной скорости операций в основном потоке VCL. И наоборот, понижение приоритетов может быть очень полезно. Если вы уменьшите приоритет потока, выполняющего фоновую интенсивную обработку, требующую вычислительных ресурсов, машина покажется пользователю лучше откликающейся на его действия, чем если бы у этого потока оставить нормальный приоритет. Обычно пользователь значительно терпимее относится к небольшим задержкам в выполнении низкоприоритетных потоков: он может переключиться на другие задачи, и при этом компьютер и приложение не теряют восприимчивости к вводу.

Глава 9. Семафоры. Управление потоками данных. Взаимосвязь источник-приемник.  
  
Содержание:
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Семафоры.  
  
Семафор представляет собой другой тип примитива синхронизации, с несколько более широкими возможностями по сравнению с мьютексом. В наиболее простых случаях его можно использовать точно так же, как и мьютекс. В общем же семафоры позволяют реализовать в программе более продвинутые механизмы синхронизации.   
Сначала давайте вспомним, как работают мьютексы. Мьютекс может быть или занят или свободен (signalled). Если он свободен, то действие ожидания мьютекса не блокируется. Если он занят, операция ожидания этого мьютекса блокирована. Если мьютекс занят, то он принадлежит конкретному потоку, и, следовательно, только один поток может обладать мьютексом в каждый момент времени.   
Семафоры можно заставить действовать точно так же. Вместо понятия владения, захвата мьютекса, у семафора имеется счетчик. Когда этот счетчик больше нуля, семафор *свободен*, и операции ожидания для него *не блокируются*. Когда счетчик равен 0, то семафор *занят*, и операции ожидания *заблокированы*. Мьютекс по существу является разновидностью семафора, счетчик которого может быть только 0 или 1. Аналогично, семафоры можно рассматривать как воображаемые мьютексы, которые могут одновременно иметь более одного владельца. Функции Win32 API, работающие с семафорами, очень похожи на функции для работы с мьютексами.

* CreateSemaphore. Эта функция подобна CreateMutex. Вместо флага, указывающего, что поток, создающий мьютекс, сразу им будет владеть, эта функция принимает аргумент, задающий начальный счетчик. Создание занятого мьютекса подобно созданию семафора со счетчиком 0: в обоих случаях любой другой поток, ожидающий освобождения объекта, будет заблокирован. Аналогично, создание свободного мьютекса подобно созданию семафора со счетчиком 1: в обоих случаях единственный поток не будет заблокирован в ожидании объекта синхронизации.
* Функции ожидания (Wait). Они для обоих случаев идентичны. Для мьютексов успешный результат ожидания приводит к тому, что поток захватывает мьютекс, а для семафоров*успешный результат ожидания уменьшает счетчик семафора, а если счеичик обнуляется, то вызывающий поток блокируется*.
* ReleaseSemaphore. Это подобно ReleaseMutex, но вместо освобождения мьютекса потоком, ReleaseSemaphore принимает дополнительный целочисленный аргумент, определяющий, на какую величину увеличится счетчик. *ReleaseSemaphore либо увеличивает счетчик семафора, либо активирует соответствующее число потоков, которые были блокированы эти семафором.*

Следующая таблица показывает, как превратить код, использующий мьютексы, в код с применением семафоров, и эквивалентные операции.

|  |
| --- |
| **Код** |
| Мьютексы.                                  Семафоры.  MyMutex := CreateMutex(nil,FALSE,<name>);  MySemaphore := CreateSemaphore(nil,1,1,<name>);  MyMutex := CreateMutex(nil,TRUE,<name>);   MySemaphore := CreateSemaphore(nil,0,1,<name>);  WaitForSingleObject(MyMutex,INFINITE);     WaitForSingleObject(MySemaphore,INFINITE);  ReleaseMutex(MyMutex);                     ReleaseSemaphore(MySemaphore,1);  CloseHandle(MyMutex);                      CloseHandle(MySemaphore); |

Вот простой пример: изменения, требующиеся для кода, представленного в 6 Главе, чтобы программа использовала семафоры вместо критических секций.

|  |
| --- |
| **Код** |
| type   TPrimeFrm = class(TForm)     { No change here until public declarations }   public     { Public declarations }     StringSemaphore: THandle; { Now a semaphore instead of a critical section }     property StringBuf: TStringList read FStringBuf write FStringBuf;   end;  procedure TPrimeFrm.StartBtnClick(Sender: TObject); begin   if not FStringSectInit then   begin     StringSemaphore := CreateSemaphore(nil, 1, 1, SemName); { Now creating a semaphore instead of a critical section }     FStringBuf := TStringList.Create;     FStringSectInit := true;     FPrimeThread := TPrimeThrd2.Create(true);     SetThreadPriority(FPrimeThread.Handle, THREAD\_PRIORITY\_BELOW\_NORMAL);     try       FPrimeThread.StartNum := StrToInt(StartNumEdit.Text);     except       on EConvertError do FPrimeThread.StartNum := 2;     end;     FPrimeThread.Resume;   end;   UpdateButtons; end;  procedure TPrimeFrm.StopBtnClick(Sender: TObject); begin   if FStringSectInit then   begin     with FPrimeThread do     begin       Terminate;       WaitFor;       Free;     end;     FPrimeThread := nil;     FStringBuf.Free;     FStringBuf := nil;     CloseHandle(StringSemaphore); { Deleting semaphore }     FStringSectInit := false;   end;   UpdateButtons; end;  procedure TPrimeFrm.HandleNewData(var Message: TMessage); begin   if FStringSectInit then {Not necessarily the case!}   begin     WaitForSingleObject(StringSemaphore, INFINITE); { New wait call }     ResultMemo.Lines.Add(FStringBuf.Strings[0]);     FStringBuf.Delete(0);     ReleaseSemaphore(StringSemaphore, 1, nil); { New release call }     {Now trim the Result Memo.}     if ResultMemo.Lines.Count > MaxMemoLines then       ResultMemo.Lines.Delete(0);   end; end;  procedure TPrimeThrd2.Execute;  var   CurrentNum: integer;  begin   CurrentNum := FStartNum;   while not Terminated do   begin     if IsPrime(CurrentNum) then     begin       WaitForSingleObject(PrimeFrm.StringSemaphore, INFINITE); { New wait call }       PrimeFrm.StringBuf.Add(IntToStr(CurrentNum) + ' is prime.');       ReleaseSemaphore(PrimeFrm.StringSemaphore, 1, nil); { New release call }       PostMessage(PrimeFrm.Handle, WM\_DATA\_IN\_BUF, 0, 0);     end;     Inc(CurrentNum);   end; end; |

Счетчик больше единицы? "Не вполне критические" секции.  
  
Возможность семафоров иметь счетчик более единицы отчасти аналогична разрешению мьютексу иметь более одного владельца. Таким образом семафоры позволяют создавать критические секции, который разрешают определенному количеству потоков иметь доступ к одному конкретному участку кода или к конкретному объекту. Это по большей части полезно в ситуациях, когда коллективный ресурс состоит из множества буферов или множества потоков, которые можно использовать и другими потоками системы. Давайте рассмотрим конкретный пример и предположим, что до трех потоков могут работать с определенным участком кода. Семафор создается с начальным и максимальным счетчиком 3, и предположим, что ни один поток не работает с критическим участком. Выполнение пяти потоков, пытающихся получить доступ к коллективному ресурсу, может выглядеть приблизительно так:
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Это конкретное применение семафоров, вероятно, не особенно полезно для программистов на Delphi, главным образом потому, что есть несколько подобных статических структур для уровня приложения. Тем не менее, оно оказывается значительно более важным для ОС, где дескрипторы или ресурсы, такие как системные буферы, вероятно будут статически распределены во время загрузки.   
  
Новое применение семафоров: управление потоками данных.  
  
В Главе 6 было указано на потребность в управлении потоками данных при их прохождении между программными потоками . Кроме того, в Главе 8 эта тема была затронута при обсуждении мониторов. В данной главе рассматривается ситуация для примера, где часто требуется управление потоками данных: ограниченный буфер с единственным потоком-поставщиком данных, выводящий некоторые элементы в буфер, и единственный поток-потребитель, забирающий их оттуда.   
  
Ограниченный буфер.  
  
Ограниченный буфер представляет собой простую разделяемую структуру данных, которая обеспечивает и управление потоками данных, и общий доступ к данным. Буфер, рассмотренный здесь, будет простой очередью: первым вошел - первым вышел (FIFO). . Это будет реализовано в виде циклического буфера, то есть содержать фиксированное количество элементов и иметь два указателя "get" и "put", показывающие, в каком именно месте буфера данные будут вставлены и удалены. Обычно разрешается четыре операции с буфером:

* Create Buffer. Создаются и инициализируются буфер и связанные с ним механизмы синхронизации.
* Put Item. Попытка вставить элемент в буфер с учетом потокобезопасности. Если это невозможно из-за заполнения буфера, то поток, пытающийся вставить элемент, блокируется (приостанавливается), пока буфер не перейдет в состояние, в котором в него разрешено добавлять данные.
* Get Item. Попытка забрать элемент из буфера с учетом потокобезопасности. Если это невозможно из-за того, что буфер пуст, то поток, пытающийся получить элемент, блокируется, пока буфер не перейдет в состояние, в котором из него разрешено удалять данные..
* Destroy Buffer. Разблокирует все потоки, ожидающие буфера, разрушает буфер.

Очевидно, для обращения с коллективными данными потребуются мьютексы. Тем не менее, мы можем использовать семафоры для выполнения необходимых операции блокировки, когда буфер полон или пуст, устраняя потребность в контроле выхода за границы, и даже подсчете того, сколько элементов находится в буфере. Для того, чтобы это сделать, потребуется некоторое изменение концепций. Вместо ожидания семафора и затем освобождения его при выполнении операций, имеющих отношение к буферу, мы используем счетчик двух семафоров, чтобы следить за тем, сколько входов в буфере пусты или заполнены. Давайте назовем эти семафоры "EntriesFree" и "EntriesUsed".   
Обычно с буфером взаимодействуют два потока. Поток-производитель (или писатель) пытается вставить данные в буфер, а поток-потребитель (читатель) пытается их извлечь, как показано на следующей диаграмме. Третий поток (возможно, поток VCL), может вмешиваться для того, чтобы создавать и уничтожать буфер.

[![--Resize_Images_Alt_Text--](data:image/gif;base64,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)](http://files.vingrad.ru/petrovich/delphi_winapi_potoki/fig16.gif)

Как можно видеть, потоки - читатель и писатель - выполняются в цикле. Поток-писатель создает элемент и пытается поместить его в буфер. Сначала поток ожидает семафора EntriesFree. Если счетчик EntriesFree нулевой, то поток будет заблокирован, так как буфер полный, и больше данных добавить нельзя. Как только это возможное ожидание закончится, поток добавляет элемент в буфер, а затем увеличивает счетчик EntriesUsed, и, если необходимо, активирует поток-потребитель. Соответственно поток-потребитель заблокируется, если счетчик EntriesUsed нулевой, а когда он удаляет элемент, то увеличивает счетчик EntriesFree, разрешая потоку-производителю добавлять новый элемент.   
Блокировка нужного потока всякий раз, когда буфер становится полным или пустым, оставляет один или другой поток "вне игры". При данном размере буфера N, поток-производитель может только быть на N элементов впереди потока-потребителя до своей остановки, и аналогично, поток-потребитель не может отставать более, чем на N элементов. Это дает несколько преимуществ:

* Один поток не может выдать лишние данные, таким образом мы избавляемся от проблем, указанных в Главе 6, где у нас один поток создавал очередь все увеличивающегося размера.
* Буфер имеет конечный размер, в противоположность списку, рассмотренному ранее, так что мы можем предусмотреть наихудший вариант использования памяти.
* Здесь не будет "ожидания при занятости". Когда потоку нечего делать, он приостанавливается. При этом не возникает ситуации, когда программист пишет маленькие циклы, которые ничего не делают, кроме ожидания новых данных при снятии блокировки. Этого следует избегать, так как впустую тратится процессорное время.

Для полной ясности я дам пример последовательности событий. У нас есть буфер, который имеет 4 возможных входа, и инициализируется он так, что все элементы свободны. Возможно много путей выполнения в зависимости от работы планировщика, но я проиллюстрирую тот, где каждый поток выполняется столько, сколько возможно, прежде чем он будет приостановлен.

|  |
| --- |
| **Код** |
| Действия потока-читателя              Действия потока-писателя            Число     Число                                                                         свободных  занятых                                                                         элементов  элементов Thread starts                         Thread inactive (not scheduled)       4       0 Wait(EntriesUsed) blocks. Suspended.                                        4       0                                       Wait(EntriesFree) flows through       3       0                                       Item Added. Signal(EntriesUsed)       3       1                                       Wait(EntriesFree) flows through       2       1                                       Item Added. Signal(EntriesUsed)       2       2                                       Wait(EntriesFree) flows through       1       2                                       Item Added. Signal(EntriesUsed)       1       3                                       Wait(EntriesFree) flows through       0       3                                       Item Added. Signal(EntriesUsed)       0       4                                       Wait(EntriesFree) blocks. Suspended   0       4 Wait(EntriesUsed) completes                                                 0       3 Item Removed. Signal(EntriesFree)                                           1       3 Wait(EntriesUsed) flows through                                             1       2 Item Removed. Signal(EntriesFree)                                           2       2 Wait(EntriesUsed) flows through                                             2       1 Item Removed. Signal(EntriesFree)                                           3       1 Wait(EntriesUsed) flows through                                             3       0 Item Removed. Signal(EntriesFree)                                           4       0 Wait(EntriesUsed) blocks. Suspended                                         4       0 |

Реализация ограниченного буфера в Delphi.  
  
Вот первая реализация ограниченного буфера на Delphi.

|  |
| --- |
| **Код** |
| unit BoundedBuf;  {Martin Harvey 24/4/2000}  interface  uses Windows, SysUtils;  const   DefaultWaitTime = 5000; { Five second wait on mutexes }  type   { I don't particularly like dynamic arrays, so I'm going to do things     the "C" way here, explicitly allocating memory     Think of TBufferEntries as ^(array of pointer) }    TBufferEntries = ^Pointer;    TBoundedBuffer = class   private     FBufInit: boolean;     FBufSize: integer;     FBuf: TBufferEntries;     FReadPtr, { ReadPtr points to next used entry in buffer}     FWritePtr: integer; { WritePtr points to next free entry in buffer}     FEntriesFree, FEntriesUsed: THandle; { Flow control semaphores }     FCriticalMutex: THandle; { Critical section mutex }   protected     procedure SetSize(NewSize: integer);   public     procedure ResetState;     destructor Destroy; override;     function PutItem(NewItem: Pointer): boolean;     function GetItem: Pointer;   published     property Size: integer read FBufSize write SetSize;   end;    { No constructor required because default values of 0, false etc acceptable }  implementation  const   FailMsg1 = 'Flow control failed, or buffer not initialised';   FailMsg2 = 'Critical section failed, or buffer not initialised';  procedure TBoundedBuffer.SetSize(NewSize: integer);  { Initialises handles and allocates memory.   If the buffer size has previously been set, then this may invoke a buffer   reset }  begin   if FBufInit then ResetState;   if NewSize < 2 then NewSize := 2;   FBufSize := NewSize;   GetMem(FBuf, Sizeof(Pointer) \* FBufSize);   FillMemory(FBuf, Sizeof(Pointer) \* FBufSize, 0);   FBufInit := true;   FCriticalMutex := CreateMutex(nil, false, nil); { note lack of name }   { The initial count on the semaphores requires some thought,     The maximum count requires more thought.     Again, all synchronisation objects are anonymous }   FEntriesFree := CreateSemaphore(nil, FBufSize - 1, FBufSize, nil);   FEntriesUsed := CreateSemaphore(nil, 0, FBufSize, nil);   if (FCriticalMutex = 0)     or (FEntriesFree = 0)     or (FEntriesUsed = 0) then ResetState end;  procedure TBoundedBuffer.ResetState;  { Closes handles and deallocates memory.   Note that this must unblock threads in such a manner that they quit cleanly }  begin   if FBufInit then   begin     WaitForSingleObject(FCriticalMutex, DefaultWaitTime);     FBufInit := false;     FBufSize := 0;     FreeMem(FBuf);     { Now wake up all threads currently waiting.       Currently assumes only 1 producer and 1 consumer.       Plenty of ordering subtleties and pitfalls to be discussed here }     ReleaseSemaphore(FEntriesFree, 1, nil);     ReleaseSemaphore(FEntriesUsed, 1, nil);     CloseHandle(FEntriesFree);     CloseHandle(FEntriesUsed);     { If reader or writer threads are waiting,       then they will be waiting on the mutex.       We will close the handle and let them time out }     CloseHandle(FCriticalMutex);   end; end;  function TBoundedBuffer.PutItem(NewItem: Pointer): boolean;  { Called by producer thread } var   NthItem: TBufferEntries;  begin   result := false;   { WAIT(EntriesFree) }   if WaitForSingleObject(FEntriesFree, INFINITE) <> WAIT\_OBJECT\_0 then     exit;   if (WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0)     or not FBufInit then     exit;   NthItem := FBuf;   Inc(NthItem, FWritePtr);   NthItem^ := NewItem;   FWritePtr := (FWritePtr + 1) mod FBufSize;   ReleaseMutex(FCriticalMutex);   { SIGNAL(EntriesUsed) }   ReleaseSemaphore(FEntriesUsed, 1, nil);   result := true; end;  function TBoundedBuffer.GetItem: Pointer;  { Called by consumer thread } var   NthItem: TBufferEntries;  begin   result := nil;   { WAIT(EntriesUsed) }   if WaitForSingleObject(FEntriesUsed, INFINITE) <> WAIT\_OBJECT\_0 then     exit;   if (WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0)     or not FBufInit then     exit;   NthItem := FBuf;   Inc(NthItem, FReadPtr);   Result := NthItem^;   FReadPtr := (FReadPtr + 1) mod FBufSize;   ReleaseMutex(FCriticalMutex);   { SIGNAL(EntriesFree) }   ReleaseSemaphore(FEntriesFree, 1, nil); end;  destructor TBoundedBuffer.Destroy; begin   ResetState;   inherited Destroy; end;  end. |

Как обычно, появляется несколько вопросов, на которые следует обратить внимание, и несколько проблем, которые будут решены позже.

* Какие значения следует передавать при вызовах создания семафоров?
* Сколько нужно ожидать освобождения мьютексов и критических секций?
* Сколько следует ожидать освобождения семафоров?
* Какой наилучший метод разрушения буфера?

Создание: Корректная инициализация счетчиков семафоров.  
  
При такой реализации ограниченного буфера данные хранятся как массив указателей с индексами чтения и записи в этот массив. В целях отладки я сделал так, что если буфер содержит *N* элементов, то он будет объявлен полным, когда заполнено *N-1*элементов. Такая задача чаще всего решается с помощью циклического буфера, где индексы чтения и записи сравнивают для определения, полон буфер или нет. Если буфер пуст, индексы чтения и записи одинаковы. К несчастью, то же самое будет и для случая, если буфер совершенно заполнен, так что часто в коде циклического буфера делают один всегда пустой вход, что позволяет различить эти два условия. В нашем случае, поскольку мы используем семафоры, это не обязательно. Тем не менее, я решил соблюсти это соглашение для облегчения отладки.   
Учитывая это, мы можем инициализировать семафор EntriesUsed нулем. Поскольку заполненных элементов нет, мы хотим, чтобы потоки-читатели сразу же были блокированы. По условию, мы хотим, чтобы потоки-писатели добавили в буфер*N-1* элементов, и поэтому инициализируем EntriesFree значением *N-1*.   
Нам также нужно учитывать максимальный счетчик, разрешенный для семафоров. Процедура, которая уничтожает буфер, всегда выполняет действие SIGNAL (свободны) для обоих семафоров. Поэтому, когда буфер разрушается, в нем может находиться любое количество элементов, т.е. он может быть и полностью заполнен и совершенно пуст, и мы установили максимальный счетчик в N, допуская таким образом одно действие освобождения семафоров для всех возможных состояний буфера.   
  
Работа: правильные времена ожидания.  
  
Я использовал мьютексы вместо критических секций в этой части программы, поскольку они позволяют разработчику более точно контролировать ошибочные ситуации. Кроме того, они также допускают выход по таймауту. Время ожидания для wait-функций семафоров в самом деле должно быть бесконечным; возможно, что буфер остается полным или пустым в течение длинных периодов времени, и нам нужно заблокировать поток на столько, сколько буфер будет пуст. Параноидально настроенные или пишущие небезопасный код программисты могут использовать задержки на нескольких секунд для этих примитивов, чтобы учесть непредвиденные ошибочные ситуации, когда поток блокируется навсегда. Я достаточно уверен в своем коде, чтобы считать это необязательным, по крайней мере в данном случае...   
Задержка для мьютекса - совсем другое дело. Операции в критической секции быстрые; до N записей в память, и, если обеспечить сравнительное небольшое N (то есть меньше миллиона), то эти действия не должны занять более 5 секунд. В качестве бесплатного приложения часть кода очистки захватывает этот мьютекс, а вместо освобождения его - закрывает дескриптор. При установке таймаута гарантируется, что потоки, ожидающие мьютекс, будут разблокированы, и вернут код ошибки.   
  
Разрушение: Очистка.  
  
К настоящему моменту большинство читателей уже понимают, что операции очистки часто являются наиболее трудными в многопоточном программировании. Ограниченный буфер не является исключением. Процедура ResetState выполняет очистку. Первое, что она делает - проверяет FBufInit. Я предположил, что при этом не требуется синхронизировать доступ, поскольку поток, который создает буфер, должен также и уничтожить его, а раз все делается одним потоком, и все операции записи происходят в критической секции (по крайней мере после создания), то никаких конфликтов не произойдет. Процедуре очистки теперь нужно проверить, что все правильно уничтожено, и что все потоки, находящиеся в ожидании, в процессе чтения или записи, завершаются корректно, сообщая в противном случае о неудаче.   
Процедура очистки сначала захватывает мьютекс для разделяемых данных в буфере, затем разблокирует потоки чтения и записи, освобождая оба семафора. Операции производятся в этом порядке, поскольку, когда оба семафора свободны, состояние буфера больше не отражает истинного положения дел: счетчики семафоров не согласованы с содержимым буфера. Захватывая сначала мьютекс, мы можем уничтожить буфер раньше того, как разблокированные потоки приступят к его чтению. Уничтожая буфер, и устанавливая FBufInit в False, мы гарантируем, что разблокированные потоки вернут код ошибки, а не будут обращаться к неправильным данным.   
Затем мы разблокируем оба потока, освободив оба семафора, а потом закрываем все дескрипторы синхронизации. После этого уничтожаем мьютекс, не освобождая его. Это не страшно, поскольку все действия ожидания мьютекса закончились, то мы можем быть уверены, что как поток чтения, так и поток записи в конечном счете разблокируются. Кроме того, так как имеется только по одному потоку - читателю и писателю, мы можем гарантировать, что никакие другие потоки в течение этого процесса не станут ожидать освобождения семафоров. Это означает, что одного действия по освобождению обоих семафоров было достаточно, чтобы возобновить все потоки, а поскольку мы уничтожаем дескрипторы семафоров, пока удерживаем мьютекс, то дальнейшие действия по записи или чтению обречены на неудачу, если при них будет попытка обращения к одному из семафоров.   
  
Разрушение: тонкости остаются.  
  
***Этот код гарантированно работает только с одним потоком чтения, с одним потоком записи и одним управляющим. Почему?***   
Если существует более одного потока чтения или записи, то более, чем один поток может ожидать один из семафоров в любом момент времени. Следовательно, мы не могли бы активировать все ожидающие потоки-читатели или писатели, когда состояние буфера сброшено. Первой реакцией программиста на это может быть модификация подпрограммы очистки, чтобы продолжалось освобождение одного или другого семафора, пока все потоки не будут разблокированы, что можно сделать приблизительно так

|  |
| --- |
| **Код** |
| procedure TBoundedBuffer.ResetState;  { Closes handles and deallocates memory.   Note that this must unblock threads in such a manner that they quit cleanly }  var   SemCount: integer;  begin   if FBufInit then   begin     WaitForSingleObject(FCriticalMutex, DefaultWaitTime);     FBufInit := false;     FBufSize := 0;     FreeMem(FBuf);     repeat       ReleaseSemaphore(FEntriesFree, 1, @SemCount);     until SemCount = 0;     repeat       ReleaseSemaphore(FEntriesUsed, 1, @SemCount);     until SemCount = 0;     CloseHandle(FEntriesFree);     CloseHandle(FEntriesUsed);     CloseHandle(FCriticalMutex);   end; end; |

К несчастью, этого *все еще* недостаточно, поскольку один из повторяющихся циклов в процедуре очистки может завершиться *прямо перед тем*, как другой поток приступит к действиям чтения или записи и станет ожидать семафор. Очевидно, нам нужно нечто атомарное, но мы не можем ввести действия с семафором в критическую секцию, поскольку потоки, блокирующие семафор, останутся в критической секции, и вся потоки придут к тупику.   
  
Доступ к дескрипторам синхронизации должен быть синхронизован!   
  
Следующая возможность - обнулить дескриптор семафора прямо перед "отключением" его, сделав нечто подобное

|  |
| --- |
| **Код** |
| procedure TBoundedBuffer.ResetState;  { Closes handles and deallocates memory.   Note that this must unblock threads in such a manner that they quit cleanly }  var   SemCount: integer;   LocalHandle: THandle;  begin   if FBufInit then   begin     WaitForSingleObject(FCriticalMutex, DefaultWaitTime);     FBufInit := false;     FBufSize := 0;     FreeMem(FBuf);     LocalHandle := FEntriesFree;     FEntriesFree := 0;     repeat       ReleaseSemaphore(LocalHandle, 1, @SemCount);     until SemCount = 0;     CloseHandle(LocalHandle);     LocalHandle := FEntriesUsed;     FEntriesUsed := 0;     repeat       ReleaseSemaphore(LocalHandle, 1, @SemCount);     until SemCount = 0;     CloseHandle(LocalHandle);     CloseHandle(FCriticalMutex);   end; end; |

(*Автор будет честен и признает, что это жалкое неполноценное решение пришло ему в голову*). Однако это ничем не лучше. Вместо проблемы тупика мы получим конфликт потоков непростого типа. Этот конфликт представляет собой запись после чтения для самого дескриптора семафора! Да... Вы должны синхронизировать даже ваши объекты синхронизации! Вот что может случиться: рабочий поток читает значение дескриптора мьютекса из буферного объекта и приостанавливается, ожидая; в этот момент поток очистки, уничтожающий буфер, освобождает мьютекс необходимое число раз, и именно в этот момент рабочий поток возобновляется и обращается к мьютексу, который, как мы считаем, только что был уничтожен! Интервал, в котором это может случиться, очень небольшой, но тем не менее, это решение неприемлемо.   
  
Управление дескрипторами в Win32.  
  
Эта проблема достаточно сложна, так что имеет смысл рассмотреть что именно происходит, когда мы запускаем функцию Win32 для закрытия мьютекса или семафора. В частности, полезное знать вот что:

* Разблокирует ли закрытие дескриптора потоки, ожидающие данный мьютекс или семафор?
* В случае мьютексов, есть ли разница, кто владеет дескриптором при освобождении мьютекса?

Чтобы узнать это, мы можем использовать два текстовых приложения, для мьютекса

|  |
| --- |
| **Код** |
| unit HandleForm;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls;  type   THandleFrm = class(TForm)     CreateBtn: TButton;     CloseOwnerBtn: TButton;     CloseNonOwnerBtn: TButton;     procedure CreateBtnClick(Sender: TObject);     procedure CloseOwnerBtnClick(Sender: TObject);     procedure CloseNonOwnerBtnClick(Sender: TObject);   private     { Private declarations }   public     { Public declarations }     Mutex: THandle;   end;  var   HandleFrm: THandleFrm;  implementation  uses HandleThreads;  {$R \*.DFM}  procedure THandleFrm.CreateBtnClick(Sender: TObject);  var   NewThread: THandleThread;  begin   Mutex := CreateMutex(nil, false, nil);   WaitForSingleObject(Mutex, INFINITE);   NewThread := THandleThread.Create(false);   NewThread := THandleThread.Create(false);   ShowMessage('Threads Created.'); end;  procedure THandleFrm.CloseOwnerBtnClick(Sender: TObject); begin   CloseHandle(Mutex); end;  procedure THandleFrm.CloseNonOwnerBtnClick(Sender: TObject); begin   ReleaseMutex(Mutex);   CloseHandle(Mutex); end;  end.  unit HandleThreads;  interface  uses   Classes, Windows, SysUtils, Dialogs;  type   THandleThread = class(TThread)   private     { Private declarations }   protected     procedure Execute; override;   end;  implementation  uses HandleForm;  procedure THandleThread.Execute;  var   RetVal: integer;  begin   RetVal := WaitForSingleObject(HandleFrm.Mutex, INFINITE);   case RetVal of     WAIT\_OBJECT\_0: ShowMessage('Unblocked: WAIT\_OBJECT\_0');     WAIT\_ABANDONED: ShowMessage('Unblocked: WAIT\_ABANDONED');     WAIT\_TIMEOUT: ShowMessage('Unblocked: WAIT\_TIMEOUT');   else     ShowMessage('Unblocked. Unknown return code.');   end; end;  end. |

и для семафора

|  |
| --- |
| **Код** |
| unit HandleForm;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls;  type   THandleFrm = class(TForm)     CreateBtn: TButton;     CloseOwnerBtn: TButton;     CloseNonOwnerBtn: TButton;     RelBtn: TButton;     procedure CreateBtnClick(Sender: TObject);     procedure CloseOwnerBtnClick(Sender: TObject);     procedure CloseNonOwnerBtnClick(Sender: TObject);     procedure RelBtnClick(Sender: TObject);   private     { Private declarations }   public     { Public declarations }     Semaphore: THandle;   end;  var   HandleFrm: THandleFrm;  implementation  uses HandleThreads;  {$R \*.DFM}  procedure THandleFrm.CreateBtnClick(Sender: TObject);  begin   Semaphore := CreateSemaphore(nil, 1, 1, nil);   WaitForSingleObject(Semaphore, INFINITE);   THandleThread.Create(false);   THandleThread.Create(false);   ShowMessage('Threads Created.'); end;  procedure THandleFrm.CloseOwnerBtnClick(Sender: TObject); begin   CloseHandle(Semaphore); end;  procedure THandleFrm.CloseNonOwnerBtnClick(Sender: TObject); begin   ReleaseSemaphore(Semaphore, 1, nil);   CloseHandle(Semaphore); end;  procedure THandleFrm.RelBtnClick(Sender: TObject); begin   ReleaseSemaphore(Semaphore, 1, nil); end;  end.  unit HandleThreads;  interface  uses   Classes, Windows, SysUtils, Dialogs;  type   THandleThread = class(TThread)   private     { Private declarations }   protected     procedure Execute; override;   end;  implementation  uses HandleForm;  procedure THandleThread.Execute;  var   RetVal: integer;  begin   RetVal := WaitForSingleObject(HandleFrm.Semaphore, 10000);   case RetVal of     WAIT\_OBJECT\_0: ShowMessage('Unblocked: WAIT\_OBJECT\_0');     WAIT\_ABANDONED: ShowMessage('Unblocked: WAIT\_ABANDONED');     WAIT\_TIMEOUT: ShowMessage('Unblocked: WAIT\_TIMEOUT');   else     ShowMessage('Unblocked. Unknown return code.');   end; end;  end. |

С помощью этих программ можно определить, что при закрытии дескриптора объекта синхронизации Win32 не разблокирует потоки, ожидающие этот объект. Это, наиболее вероятно, происходит благодаря механизму подсчета ссылок, который Win32 использует, чтобы следить за дескрипторами: потоки, ожидающие объект синхронизации, могут поддерживать внутренний счетчик ссылок так, чтобы он не обнулялся, и закрывая дескриптор объекта для приложения, мы только лишаемся всякого управления этим объектом синхронизации. В нашей ситуации это серьезная проблема. В идеале при очистке хотелось бы надеяться, что попытка ожидания для закрытого дескриптора должна разблокировать потоки, ждущие освобождения данного объекта синхронизации через этот конкретный дескриптор. Это бы позволило программисту войти в критическую секцию, очистить данные в этой критической секции, затем закрыть дескриптор, таким образом разблокировав потоки, ожидающие данный объект с неким значением ошибки (возможно, **WAIT\_ABANDONED**? (ждать, пока не исчезнет)).

Решение.   
  
В результате всего этого мы определили, что закрытие дескрипторов необходимо, оно приводит к тому,что поток не будет выполнять ожидание дескриптора неопределенное время. Применяя это к ограниченному буферу при очистке, мы можем гарантированно разблокировать все потоки, ожидающие семафора, только если мы знаем, сколько потоков ожидают освобождения мьютексов. В общем случае нам нужно проверять, что потоки не выполняет бесконечного ожидания мьютексов. Вот измененный буфер, который работает с любым количеством потоков:

|  |
| --- |
| **Код** |
| unit BoundedBuf;  {Martin Harvey 24/4/2000}  interface  uses Windows, SysUtils;  const   DefaultWaitTime = 1000; { One second wait on all synchronisation primitives }  type   { I don't particularly like dynamic arrays, so I'm going to do things     the "C" way here, explicitly allocating memory     Think of TBufferEntries as ^(array of pointer) }    TBufferEntries = ^Pointer;    TBoundedBuffer = class   private     FBufInit: boolean;     FBufSize: integer;     FBuf: TBufferEntries;     FReadPtr, { ReadPtr points to next used entry in buffer}     FWritePtr: integer; { WritePtr points to next free entry in buffer}     FEntriesFree, FEntriesUsed: THandle; { Flow control semaphores }     FCriticalMutex: THandle; { Critical section mutex }   protected     procedure SetSize(NewSize: integer);     function ControlledWait(Semaphore: THandle): boolean;     { Returns whether wait returned OK, or an error occurred }   public     procedure ResetState;     destructor Destroy; override;     function PutItem(NewItem: Pointer): boolean;     function GetItem: Pointer;   published     property Size: integer read FBufSize write SetSize;   end;    { No constructor required because default values of 0, false etc acceptable }  implementation  procedure TBoundedBuffer.SetSize(NewSize: integer);  { Initialises handles and allocates memory.   If the buffer size has previously been set, then this may invoke a buffer   reset }  begin   if FBufInit then ResetState;   if NewSize < 2 then NewSize := 2;   FBufSize := NewSize;   GetMem(FBuf, Sizeof(Pointer) \* FBufSize);   FillMemory(FBuf, Sizeof(Pointer) \* FBufSize, 0);   FBufInit := true;   FCriticalMutex := CreateMutex(nil, false, nil); { note lack of name }   { The initial count on the semaphores requires some thought,     The maximum count requires more thought.     Again, all synchronisation objects are anonymous }   FEntriesFree := CreateSemaphore(nil, FBufSize - 1, FBufSize, nil);   FEntriesUsed := CreateSemaphore(nil, 0, FBufSize, nil);   if (FCriticalMutex = 0)     or (FEntriesFree = 0)     or (FEntriesUsed = 0) then ResetState end;  procedure TBoundedBuffer.ResetState;  { Closes handles and deallocates memory.   Note that this must unblock threads in such a manner that they quit cleanly }  begin   if FBufInit then   begin     WaitForSingleObject(FCriticalMutex, DefaultWaitTime);     FBufInit := false;     FBufSize := 0;     FreeMem(FBuf);     ReleaseSemaphore(FEntriesUsed, 1, nil);     ReleaseSemaphore(FEntriesFree, 1, nil);     CloseHandle(FEntriesFree);     CloseHandle(FEntriesUsed);     ReleaseMutex(FCriticalMutex);     CloseHandle(FCriticalMutex);   end; end;  function TBoundedBuffer.ControlledWait(Semaphore: THandle): boolean;  var   ErrCode: integer;  begin   repeat     ErrCode := WaitForSingleObject(Semaphore, DefaultWaitTime);     if (ErrCode = WAIT\_OBJECT\_0) or (ErrCode = WAIT\_ABANDONED) then     begin       { If wait abandoned, return failure. Buffer not properly cleaned up }       result := ErrCode = WAIT\_OBJECT\_0;       exit;     end;     { Wait timed out. Check whether buffer state initialised }     if WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0 then     begin       result := false;       exit;     end     else     begin       result := FBufInit;       ReleaseMutex(FCriticalMutex);     end;   until not Result; end;  function TBoundedBuffer.PutItem(NewItem: Pointer): boolean;  { Called by producer thread } var   NthItem: TBufferEntries;  begin   result := false;   { WAIT(EntriesFree) }   if not ControlledWait(FEntriesFree) then     exit;   if (WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0)     or not FBufInit then { NB.This condition depends on L -> R lazy evaluation }     exit;   NthItem := FBuf;   Inc(NthItem, FWritePtr);   NthItem^ := NewItem;   FWritePtr := (FWritePtr + 1) mod FBufSize;   ReleaseMutex(FCriticalMutex);   { SIGNAL(EntriesUsed) }   ReleaseSemaphore(FEntriesUsed, 1, nil);   result := true; end;  function TBoundedBuffer.GetItem: Pointer;  { Called by consumer thread } var   NthItem: TBufferEntries;  begin   result := nil;   { WAIT(EntriesUsed) }   if not ControlledWait(FEntriesUsed) then     exit;   if (WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0)     or not FBufInit then { NB.This condition depends on L -> R lazy evaluation }     exit;   NthItem := FBuf;   Inc(NthItem, FReadPtr);   Result := NthItem^;   FReadPtr := (FReadPtr + 1) mod FBufSize;   ReleaseMutex(FCriticalMutex);   { SIGNAL(EntriesFree) }   ReleaseSemaphore(FEntriesFree, 1, nil); end;  destructor TBoundedBuffer.Destroy; begin   ResetState;   inherited Destroy; end;  end. |

Функции ожидания семафоров в нем были модифицированы, процедура очистки также претерпела некоторые изменения.   
Вместо выполнения бесконечного ожидания соответствующего мьютекса, потоки чтения и записи теперь вызывают функцию "Управляемого Ожидания". В этой функции каждый поток ждет семафор только определенное временя. Такое ожидание семафора может возвращать одно из трех значений, в соответствии с описанием в справке Win32.

* **WAIT\_OBJECT\_0** (Успех).
* **WAIT\_ABANDONED**
* **WAIT\_TIMEOUT**

Во-первых, если семафор освобожден, функция возвращает "успех", и никаких дальнейших действий не требуется... Во-вторых, в случае, когда функция Win32 WaitFor дает **WAIT\_ABANDONED**, функция возвращает ошибку; это значение ошибки указывает, что поток завершается без корректного освобождения объекта синхронизации. Случай, который нам наиболее интересен - время ожидания истекло **(WAIT\_TIMEOUT)**. Это может быть по одной из двух возможных причин:

* Поток мог быть долгое время блокирован.
* Содержимое буфера было разрушено без уведомления соответствующего потока.

Для того, чтобы это проверить, мы пытаемся войти в критическую секцию и проверить, что переменная "буфер инициализирован" все еще True. Если любое из этих действий терпит неудачу, то мы знаем, что внутреннее содержимое буфера было разрушено, и функция завершается, возвратив ошибку. Если оба этих действия успешны, то мы возвращаемся в цикл, снова ожидая мьютекс. Эта функция гарантирует, что когда буфер разрушен, заблокированный поток в конечном счете выйдет по таймауту, и возвратит ошибку в вызвавший поток.   
Подпрограмма очистки также немного модифицирована. Она теперь и освобождает семафоры, и мьютекс критической секции. Такой подход гарантирует, что первый поток-читатель и писатель разблокируются немедленно, как только состояние буфера будет сброшено. Конечно, дополнительным потокам, возможно, придется ждать завершения вплоть до истечения задержки, определенной по умолчанию.   
  
Использование ограниченного буфера: пример.   
  
Чтобы создать основу этого примера, было разработано простое приложение с использованием двух потоков. Эта программа ищет простые числа-палиндромы (перевертыши). Пара палиндромов существует, когда два числа, *X* и *Y* оба простые, и *Y* является палиндромом *X*. Ни *X* , ни *Y* не должныбыть палиндромами сами по себе, хотя это предсталяет собой особый случай X = Y. Примеры простых чисел - палиндромов включают: (101, 101), (131, 131) - это особый случай, а (16127, 72161) , (15737, 73751) и (15683, 38651) - не особый.   
В сущности, два потока осуществляют слегка разные задачи:

|  |
| --- |
| **Код** |
| unit PrimeThreads;  interface  uses   Windows, Classes, SysUtils, BoundedBuf, Forms;  type   TIntRec = record     Num: integer;   end;   PIntRec = ^TIntRec;    TPrimeThread = class(TThread)   private     FBuffer: TBoundedBuffer;   protected     function IsPrime(TestNum: integer): boolean;   public     property Buffer: TBoundedBuffer read FBuffer write FBuffer;   end;    TForwardPrimeThread = class(TPrimeThread)   private   protected     procedure SendToBackThread(TestNum: integer);     procedure Execute; override;   end;    TBackwardPrimeThread = class(TPrimeThread)   private     FDestSection: PRTLCriticalSection;     FDestMsgNum: integer;     FDestForm: TForm;     FDestList: TStrings;   protected     function ReverseNumber(Input: integer): integer;     function RecieveFromForwardThread(var TestNum: integer): boolean;     procedure SendToVCLThread(CurrentNumber, ReversedNumber: integer);     procedure Execute; override;   public     property DestSection: PRTLCriticalSection read FDestSection write FDestSection;     property DestMsgNum: integer read FDestMsgNum write FDestMsgNum;     property DestForm: TForm read FDestForm write FDestForm;     property DestList: TStrings read FDestList write FDestList;   end;  var   ForwardThread: TForwardPrimeThread;   BackwardThread: TBackwardPrimeThread;   Buffer: TBoundedBuffer;  procedure StartThreads(Form: TForm;   Section: PRTLCriticalSection;   MsgNum: integer;   List: TStrings); procedure StopThreads;  implementation  const   DefBufSize = 16;  { Ancillary procedures }  procedure StartThreads(Form: TForm;   Section: PRTLCriticalSection;   MsgNum: integer;   List: TStrings); begin   ForwardThread := TForwardPrimeThread.Create(true);   BackwardThread := TBackwardPrimeThread.Create(true);   SetThreadPriority(ForwardThread.Handle, THREAD\_PRIORITY\_BELOW\_NORMAL);   SetThreadPriority(BackwardThread.Handle, THREAD\_PRIORITY\_BELOW\_NORMAL);   Buffer := TBoundedBuffer.Create;   Buffer.Size := DefBufSize;   ForwardThread.Buffer := Buffer;   BackwardThread.Buffer := Buffer;   with BackwardThread do   begin     DestForm := Form;     DestSection := Section;     DestMsgNum := MsgNum;     DestList := List;   end;   ForwardThread.Resume;   BackwardThread.Resume; end;  procedure StopThreads; begin   ForwardThread.Terminate;   BackwardThread.Terminate;   Buffer.ResetState;   ForwardThread.WaitFor;   BackwardThread.WaitFor;   Buffer.Free;   ForwardThread.Free;   BackwardThread.Free; end;  { TPrimeThread }  function TPrimeThread.IsPrime(TestNum: integer): boolean;  var   iter: integer;  begin   result := true;   if TestNum < 0 then     result := false;   if TestNum <= 2 then     exit;   iter := 2;   while (iter < TestNum) and (not terminated) do {Line A}   begin     if (TestNum mod iter) = 0 then     begin       result := false;       exit;     end;     Inc(iter);   end; end;  { TForwardPrimeThread }  procedure TForwardPrimeThread.SendToBackThread(TestNum: integer);  var   NewRec: PIntRec;  begin   New(NewRec);   NewRec.Num := TestNum;   if not Buffer.PutItem(NewRec) then Dispose(NewRec); end;  procedure TForwardPrimeThread.Execute;  var   CurrentNumber: integer;  begin   CurrentNumber := 2;   while not Terminated do   begin     if IsPrime(CurrentNumber) then       SendToBackThread(CurrentNumber);     Inc(CurrentNumber);   end; end;  { TBackwardPrimeThread }  function TBackwardPrimeThread.RecieveFromForwardThread(var TestNum: integer): boolean;  var   NewRec: PIntRec;  begin   NewRec := Buffer.GetItem;   Result := Assigned(NewRec);   if Result then TestNum := NewRec^.Num; end;  procedure TBackwardPrimeThread.SendToVCLThread(CurrentNumber, ReversedNumber: integer);  var   Msg: string;  begin   Msg := 'Palindromic primes: ' + IntToStr(CurrentNumber) + ' and '     + IntToStr(ReversedNumber);   EnterCriticalSection(FDestSection^);   DestList.Add(Msg);   LeaveCriticalSection(FDestSection^);   PostMessage(DestForm.Handle, DestMsgNum, 0, 0); end;  function TBackwardPrimeThread.ReverseNumber(Input: integer): integer;  var   InStr, OutStr: string;   Len, Iter: integer;  begin   Input := Abs(Input);   InStr := IntToStr(Input);   OutStr := '';   Len := Length(InStr);   for Iter := Len downto 1 do     OutStr := OutStr + InStr[Iter];   try     Result := StrToInt(OutStr);   except     on EConvertError do Result := Input;   end; end;  procedure TBackwardPrimeThread.Execute;  var   CurrentNumber,     ReversedNumber: integer;  begin   while not Terminated do   begin     if RecieveFromForwardThread(CurrentNumber) then     begin       ReversedNumber := ReverseNumber(CurrentNumber);       if IsPrime(ReversedNumber) then         SendToVCLThread(CurrentNumber, ReversedNumber);     end;   end; end;  end. |

Первый поток ("прямой") ищет простые числа. При нахождении он помещает это число в ограниченный буфер. Второй поток ждет, пока в буфере будут элементы. Когда они появляются, он удаляет элемент, переворачивает цифры, проверяет, является ли обращенное число простым, и если это так, то посылает текстовую строку, содержащую два числа, главной форме:

|  |
| --- |
| **Код** |
| unit PalPrimeForm;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls;  const   WM\_DATA\_IN\_BUF = WM\_APP + 1000;   MaxMemoLines = 20;  type   TPalFrm = class(TForm)     ResultsMemo: TMemo;     StartButton: TButton;     StopButton: TButton;     procedure StartButtonClick(Sender: TObject);     procedure StopButtonClick(Sender: TObject);     procedure FormClose(Sender: TObject; var Action: TCloseAction);   private     { Private declarations }     FStringSectInit: boolean;     FStringBuf: TStringList;     StringSection: TRTLCriticalSection;     procedure UpdateButtons;     procedure HandleNewData(var Message: TMessage); message WM\_DATA\_IN\_BUF;   public     { Public declarations }   end;  var   PalFrm: TPalFrm;  implementation  uses PrimeThreads;  {$R \*.DFM}  procedure TPalFrm.UpdateButtons; begin   StopButton.Enabled := FStringSectInit;   StartButton.Enabled := not FStringSectInit; end;  procedure TPalFrm.StartButtonClick(Sender: TObject); begin   if not FStringSectInit then   begin     InitializeCriticalSection(StringSection);     FStringBuf := TStringList.Create;     FStringSectInit := true;     StartThreads(Self, @StringSection, WM\_DATA\_IN\_BUF, FStringBuf);   end;   UpdateButtons; end;  procedure TPalFrm.StopButtonClick(Sender: TObject); begin   if FStringSectInit then   begin     ResultsMemo.Lines.Add('Please wait...');     StopThreads;     ResultsMemo.Lines.Add('Done!');     FStringBuf.Free;     FStringBuf := nil;     DeleteCriticalSection(StringSection);     FStringSectInit := false;   end;   UpdateButtons; end;  procedure TPalFrm.HandleNewData(var Message: TMessage); begin   if FStringSectInit then   begin     EnterCriticalSection(StringSection);     ResultsMemo.Lines.Add(FStringBuf.Strings[0]);     FStringBuf.Delete(0);     LeaveCriticalSection(StringSection);     if ResultsMemo.Lines.Count > MaxMemoLines then       ResultsMemo.Lines.Delete(0);   end; end;  procedure TPalFrm.FormClose(Sender: TObject; var Action: TCloseAction); begin   StopButtonClick(Self); end;  end. |

Хотя кода довольно много, нового для обсуждения почти нет. Я советую читателю рассмотреть методы Execute каждого потока, так как они дают ясное представление о том, что происходит. Перенос данных из второго потока в поток VCL и соответствующие методы главной формы обсуждались в предыдущих главах. Остался только один момент, который стоит затронуть... вы, наверно, догадались! Освобождение ресурсов и очистка.   
  
В завершение...  
  
Вы наверно, подумали, не могло ли что-нибудь еще остаться недосказанным про разрушение? Надо упомянуть еще один тонкий момент. Код ограниченного буфера допускает, что потоки могут попытаться получить доступ к полям объекта после сброса буфера. Это хорошо, но это означает, что, уничтожая два потока и буфер между ними, мы должны сбросить состояние буфера, *затем подождать завершения всех потоков*, и только потом действительно разрушать буфер, освобождая таким образом память, содержащую сам объект. Если так не сделать, может произойти нарушение доступа (access violation). Функция StopThreads правильно это выполняет, гарантируя корректный выход.   
В данный момент стоит упомянуть, что дополнительные проблемы с синхронизацией имеются для процедуры SetSize. В примере я считал, что размер буфера установлен единожды и навсегда, причем раньше, чем какой-либо поток станет использовать буфер. Возможно установить размер буфера и тогда, когда он используется. В общем, это плохая идея, поскольку означает, что если два потока используют буфер; один читатель и один писатель, то они не могут правильно обнаружить разрушение буфера. Если у буфера должен быть изменен размер, то все потоки, использующие буфер, должны быть остановлены или приостановлены в известной безопасной точке. Затем у буфера можно поменять размер, и перезапустить потоки записи и чтения. Некоторые программисты могут захотеть написать расширенную версию буфера, который корректно обрабатывает операции изменения размера.

Глава 10. Ввод/вывод и потоки данных: от блокировки к асинхронности и обратно.  
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Отличия от потока VCL и разработка интерфейса I/O (ввода/вывода).  
  
Для рабочих потоков имеет смысл делать I/O блокирующим, так как обычно это самый простой путь. С точки зрения потока, использующего I/O ресурс c блокировкой, успех или неудача такого вызова проявляются немедленно, и при разработке логики программы не нужно заботиться о периоде времени между началом операции с I/O и ее завершением.   
Выполнение главного потока VCL обычно нельзя блокировать на длинные периоды времени: поток должен всегда быть способен обработать новые сообщения с минимальной задержкой. Обычно дисковые I/O операции блокируют поток, поскольку задержки для конечного пользователя невелики, но другие I/O операции делают асинхронными, особенно действия по связи между потоками, процессами, или машинами, так как величину этих задержек нельзя предсказать заранее. Преимущество асинхронных операций, как уже говорилось прежде, состоит в том, что код, исполняемый потоком VCL, всегда способен воспринимать новые сообщения. Основной же недостаток - в том, что код, выполняющийся в потоке VCL, должен следить за статусом завершения всех незаконченных I/O операций. Это может быть довольно трудно, учитывая расходы на хранение возможно многочисленных описаний состояния. Иногда приходится создавать машину состояний, особенно при выполнении предопределенных протоколов, например, HTTP, FTP или NNTP. Чаще, конечно, проблема не настолько сложна, и должно быть решена разово. В таких случаях достаточно разработать конкретное решение.   
При разработке набора функций передачи данных следует учитывать это различие . Если, например, рассмотреть взаимодействие, то самый общий набор операций для коммуникационного канала включает: **Open**, **Close**, **Read** и **Write**. Блокирующие I/O интерфейсы предоставляют простые функции для реализации этих действий. Асинхронные интерфейсы обеспечивают четыре основные функции, и вдобавок до четырех уведомлений (**notifications)**, инициируемых либо **call back** (обратным вызовом), либо по событию (**event)**. Эти уведомления или показывают, что завершилась начатая операция, или что возможно ее повторить, или и то и другое. Пример интерфейса может быть таким:

* Функция **Open**, и связанное с ней событие **OnOpen**, которое показывает, то действие открытия завершено, сообщая об успехе или ошибке.
* Функция **Read**, и событие **CanRead** (или **OnRead**). Событие обычно показывает, что при вызове Read будут прочитаны новые данные, и/или что со времени последнего чтения поступили новые данные.
* Функция **Write**, и событие **CanWrite** (или **OnWrite**). Событие обычно показывает, что вызов Write запишет данные, и/или что со времени последней записи посланы новые данные, в результате чего в буфере есть место для новых операций Write. В зависимости от семантики это событие может включаться или нет после успешного вызова Open.
* Функция **Close**, и событие **OnClose**. Событие обычно показывает, что коммуникационный канал был закрыт, и что больше нельзя посылать или принимать данные. Это событие обычно нужно в ситуациях, когда еще возможно читать данные с удаленного конца коммуникационного канала после вызова Close, и успешно работает вместе с механизмами настройки и разрыва коммуникации, которые используют соответствующие протоколы (например, TCP).

Обзор.  
  
Для лучшего понимания этой главы будет полезно рассмотреть существующий механизм передачи данных между потоками, отметив методы, с помощью которых он будет расширен. Я хотел бы настоятельно рекомендовать читателям проработать эту главу, несмотря на то, что в ней много кода, который следует изучить. Наиболее важный момент, на который нужно обратить внимание - многие детали реализации, хотя и полезны для тех, кто хочет писать функциональные программы, включающие эти методы, но не имеют первостепенной важности для желающих приобрести фундаментальное понимание описанных вопросов. До сих пор единственный механизм передачи данных, который мы рассматривали - ограниченный буфер, который можно представить таким образом:
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В этой главе будут продемонстрированы различные расширения этого буфера. Первая модификация будет довольно проста: установить два буфера комплементарно и добавить неблокирующую операцию извлечения с обоих сторон получившегося двунаправленного буфера.
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Хорошо. Это не должно вызвать удивления у читателей, и тем, кто дошел до этого момента, прорабатывая весь материал, нетрудно будет реализовать такую конструкцию. Следующая модификация более существенная: вместо проведения операций чтения и записи с блокированием буфера, сделаем один набор действий асинхронным:
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Точнее, мы создадим компонент, который преобразует блокирующие действия в асинхронные и наоборот. В данном случае он будет просто инкапсулировать операции чтения и записи для двунаправленного буфера, но при желании можно перекрыть эту функциональность, чтобы преобразовывать различные действия ввода/вывода между блокировочным и асинхронным режимами.
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Появляется вопрос: Почему? Ответ должен быть очевиден: Если мы делаем буфер, обеспечивающий двунаправленное сообщение между двумя потоками, где один поток использует блокировку, а другой поток- асинхронные операции, то:

* Мы можем использовать его для связи между потоком VCL и рабочими потоками нашего приложения без блокировки потока VCL.
* Все сложности будут спрятаны внутри: никаких сообщений с магическими числами, никакого использования Synchronize, никаких явно видимых критических секций.
* Он будет осуществлять контроль потоков данных между потоком VCL и рабочими потоками; пока нерешенная задача.
* Его может использовать как готовое решение проблем взаимодействия между потоком VCL и другими потоками даже человек, не имеющий представления о проблемах синхронизации.

Реализация компонента преобразования блокировка-асинхронность.  
  
Компонент, который мы создадим, предполагает, что выполняется только один поток VCL, так что асинхронный интерфейс будет предусмотрен только для одного потока. Операции блокировки, обеспечиваемые этим буфером, будут работать с точно теми же ограничениями, как и в примере ограниченного буфера в предыдущей главе, и следовательно, любое число блокирующих потоков будет способно параллельно иметь доступ к блокировочному интерфейсу. Подобно тому, как ограниченный буфер допускал простые операции Get и Put, вовлекающие только один элемент, для блокировочно-асинхронного буфера (в дальнейшем называемого БАБ), также допустимы простые действия, включающие только один элемент. Семантика интерфейса будет такой:

* **Creation:** При создании компонент БАБ создаст требуемые внутренние буферные структуры данных и потоки и будет генерировать событие OnWrite, сигнализируя, то данные могут быть записаны в буфер потоком VCL.
* **Reading:** Компонент предоставит две функции чтения; BlockingRead и AsyncRead. BlockingRead будет использоваться рабочими потоками, а AsyncRead - потоком VCL.
* **Read Notifications:** Компонент вызовет в главном потоке VCL событие OnRead, когда возможна асинхронная операция чтения, т.е., данные ждут чтения потоком VCL. Так как эта реализация компонента имеет дело только с чтением и записью указателей, можно считать, что только один элемент может быть прочитан при каждом уведомлении, и поток VCL должен ожидать следующего уведомления до попытки нового чтения.
* **Writing:** Компонент БАБ предоставит две функции; BlockingWrite и AsyncWrite. BlockingWrite будет использоваться рабочими потоками, а AsyncWrite - потоком VCL.
* **Write Notifications:** Компонент вызовет в главном потоке VCL событие OnWrite, когда может пройти асинхронная операция записи, т.е., в буфере имеется свободное место, куда может быть записан элемент. И опять же поддерживается взаимосвязь один-к-одному между уведомлениями и успешными записями, и поток VCL должен выполнять только одну попытку записи и ожидать следующего уведомления.
* **Peek operations:** Любой поток будет способен узнать, сколько входов буфера свободны или заняты в конкретном направлении. Эта операция может быть полезна для рабочих потоков, которые таким образом узнают, будут ли BlockingRead или BlockingWrite в действительности вызывать блокировку. Поток VCL не должен использовать эти функции для определения, можно ли читать или писать, и полагаться на уведомления.

Добавление к ограниченному буферу операций просмотра.  
  
Вот модификация ограниченного буфера, реализующая операции просмотра.

|  |
| --- |
| **Код** |
| unit BoundedBuf;  {Martin Harvey 24/4/2000}  interface  uses Windows, SysUtils;  const   DefaultWaitTime = 1000; { One second wait on all synchronisation primitives }  type   { I don't particularly like dynamic arrays, so I'm going to do things     the "C" way here, explicitly allocating memory     Think of TBufferEntries as ^(array of pointer) }    TBufferEntries = ^Pointer;    TBoundedBuffer = class   private     FBufInit: boolean;     FBufSize: integer;     FBuf: TBufferEntries;     FReadPtr, { ReadPtr points to next used entry in buffer}     FWritePtr: integer; { WritePtr points to next free entry in buffer}     FEntriesFree, FEntriesUsed: THandle; { Flow control semaphores }     FCriticalMutex: THandle; { Critical section mutex }     FEntryCountFree, FEntryCountUsed: integer; { Used for peeking operations }   protected     procedure SetSize(NewSize: integer);     function ControlledWait(Semaphore: THandle): boolean;     { Returns whether wait returned OK, or an error occurred }   public     procedure ResetState;     destructor Destroy; override;     function PutItem(NewItem: Pointer): boolean;     function GetItem: Pointer;     { New peeking operations. Note that we can't use simple properties, since       we have to communicate success or failure of the operation, in addition       to providing a result }     function GetEntriesFree(var Free: integer): boolean;     function GetEntriesUsed(var Used: integer): boolean;   published     property Size: integer read FBufSize write SetSize;   end;    { No constructor required because default values of 0, false etc acceptable }  implementation  procedure TBoundedBuffer.SetSize(NewSize: integer);  { Initialises handles and allocates memory.   If the buffer size has previously been set, then this may invoke a buffer   reset }  begin   if FBufInit then ResetState;   if NewSize < 2 then NewSize := 2;   FBufSize := NewSize;   GetMem(FBuf, Sizeof(Pointer) \* FBufSize);   FillMemory(FBuf, Sizeof(Pointer) \* FBufSize, 0);   FCriticalMutex := CreateMutex(nil, false, nil); { note lack of name }   WaitForSingleObject(FCriticalMutex, INFINITE);   FBufInit := true;   { The initial count on the semaphores requires some thought,     The maximum count requires more thought.     Again, all synchronisation objects are anonymous }   FEntriesFree := CreateSemaphore(nil, FBufSize - 1, FBufSize, nil);   FEntriesUsed := CreateSemaphore(nil, 0, FBufSize, nil);   FEntryCountFree := FBufSize - 1;   FEntryCountUsed := 0;   ReleaseMutex(FCriticalMutex);   if (FCriticalMutex = 0)     or (FEntriesFree = 0)     or (FEntriesUsed = 0) then ResetState end;  procedure TBoundedBuffer.ResetState;  { Closes handles and deallocates memory.   Note that this must unblock threads in such a manner that they quit cleanly }  begin   if FBufInit then   begin     WaitForSingleObject(FCriticalMutex, DefaultWaitTime);     FBufInit := false;     FBufSize := 0;     FreeMem(FBuf);     ReleaseSemaphore(FEntriesUsed, 1, nil);     ReleaseSemaphore(FEntriesFree, 1, nil);     CloseHandle(FEntriesFree);     CloseHandle(FEntriesUsed);     ReleaseMutex(FCriticalMutex);     CloseHandle(FCriticalMutex);   end; end;  function TBoundedBuffer.ControlledWait(Semaphore: THandle): boolean;  var   ErrCode: integer;  begin   repeat     ErrCode := WaitForSingleObject(Semaphore, DefaultWaitTime);     if (ErrCode = WAIT\_OBJECT\_0) or (ErrCode = WAIT\_ABANDONED) then     begin       { If wait abandoned, return failure. Buffer not properly cleaned up }       result := ErrCode = WAIT\_OBJECT\_0;       exit;     end;     { Wait timed out. Check whether buffer state initialised }     if WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0 then     begin       result := false;       exit;     end     else     begin       result := FBufInit;       ReleaseMutex(FCriticalMutex);     end;   until not Result; end;  function TBoundedBuffer.PutItem(NewItem: Pointer): boolean;  { Called by producer thread } var   NthItem: TBufferEntries;  begin   result := false;   { WAIT(EntriesFree) }   if not ControlledWait(FEntriesFree) then     exit;   if (WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0)     or not FBufInit then { NB.This condition depends on L -> R lazy evaluation }     exit;   NthItem := FBuf;   Inc(NthItem, FWritePtr);   NthItem^ := NewItem;   FWritePtr := (FWritePtr + 1) mod FBufSize;   Inc(FEntryCountUsed);   Dec(FEntryCountFree);   ReleaseMutex(FCriticalMutex);   { SIGNAL(EntriesUsed) }   ReleaseSemaphore(FEntriesUsed, 1, nil);   result := true; end;  function TBoundedBuffer.GetItem: Pointer;  { Called by consumer thread } var   NthItem: TBufferEntries;  begin   result := nil;   { WAIT(EntriesUsed) }   if not ControlledWait(FEntriesUsed) then     exit;   if (WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0)     or not FBufInit then { NB.This condition depends on L -> R lazy evaluation }     exit;   NthItem := FBuf;   Inc(NthItem, FReadPtr);   Result := NthItem^;   FReadPtr := (FReadPtr + 1) mod FBufSize;   Inc(FEntryCountFree);   Dec(FEntryCountUsed);   ReleaseMutex(FCriticalMutex);   { SIGNAL(EntriesFree) }   ReleaseSemaphore(FEntriesFree, 1, nil); end;  destructor TBoundedBuffer.Destroy; begin   ResetState;   inherited Destroy; end;  function TBoundedBuffer.GetEntriesFree(var Free: integer): boolean; begin   result := false;   if (WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0)     or not FBufInit then     exit;   Free := FEntryCountFree;   result := true;   ReleaseMutex(FCriticalMutex); end;  function TBoundedBuffer.GetEntriesUsed(var Used: integer): boolean; begin   result := false;   if (WaitForSingleObject(FCriticalMutex, DefaultWaitTime) <> WAIT\_OBJECT\_0)     or not FBufInit then     exit;   Used := FEntryCountUsed;   result := true;   ReleaseMutex(FCriticalMutex); end;  end. |

Обратите внимание, что хотя и возможно считывать счетчики семафоров во время определенных действий, я решил сохранять счетчики вручную, используя дополнительные переменные FEntryCountFree и FEntryCountUsed. Для чтения этих переменных предусмотрены новые методы. Многие программисты на Delphi могут сразу подумать об объявлении этих атрибутов буфера как свойств. К несчастью, мы должны учесть, что операции синхронизации, требующиеся для доступа к этим переменным могут потерпеть неудачу. Кажется более подходящим оставить операции просмотра в виде функций, таким образом напоминая программисту, что требуется некоторая работа по доступу к необходимым данным, и что функция может вернуть ошибку. Некоторые могут посчитать, что при таком обосновании будет иметь смысл также оформить атрибут буфера Size как явную функцию чтения. Это скорее вопрос стиля, так как размер буфера можно читать непосредственно без потребности в какой-либо синхронизации.   
  
Создание двунаправленного ограниченного буфера.  
  
Эта операция почти тривиальна и не требует сложного объяснения. Я осуществил ее как простую инкапсуляцию двух ограниченных буферных объектов. Все действия, поддерживаемые ограниченным буфером, также поддерживаются и двунаправленным буфером, с той небольшой модификацией, что поток, использующий этот объект, должен определить, с какой частью буфера он хочет иметь дело. Обычно один поток будет работать с частью A, а другой - с частью B.

|  |
| --- |
| **Код** |
| unit BiDirBuf;  {Martin Harvey 7/5/2000}  interface  uses BoundedBuf;  type   TBufferSide = (bsSideA, bsSideB);   TBufferOp = (boWriting, boReading);    TBiDirBuf = class   private     FAtoBBuf, FBtoABuf: TBoundedBuffer;   protected     function GetBuf(Side: TBufferSide; Op: TBufferOp): TBoundedBuffer;     function GetSize: integer;     procedure SetSize(NewSize: integer);   public     constructor Create;     destructor Destroy; override;     procedure ResetState;     function PutItem(Side: TBufferSide; Item: pointer): boolean;     function GetItem(Side: TBufferSide): pointer;     { Entries used function peeks buffer one is reading from, and       Entried free function peeks buffer one is writing to. It seems       a bit useless to allow the other two operations: why worry about       your neighbour when you have plenty else to worry about? }     function GetEntriesUsed(Side: TBufferSide; var Used: integer): boolean;     function GetEntriesFree(Side: TBufferSide; var Free: integer): boolean;   published     property Size: integer read GetSize write SetSize;   end;  implementation  { TBiDirBuf }  constructor TBiDirBuf.Create; begin   inherited Create;   FAToBBuf := TBoundedBuffer.Create;   FBToABuf := TBoundedBuffer.Create; end;  destructor TBiDirBuf.Destroy; begin   FAToBBuf.Free;   FBToABuf.Free;   inherited Destroy; end;  procedure TBiDirBuf.ResetState; begin   FAToBBuf.ResetState;   FBToABuf.ResetState; end;  function TBiDirBuf.GetBuf(Side: TBufferSide; Op: TBufferOp): TBoundedBuffer; begin   if ((Side = bsSideA) and (Op = boWriting))     or ((Side = bsSideB) and (Op = boReading)) then     result := FAToBBuf   else if ((Side = bsSideA) and (Op = boReading))     or ((Side = bsSideB) and (Op = boWriting)) then     result := FBToABuf   else   begin     result := FAToBBuf;     Assert(false);   end; end;  function TBidirBuf.GetSize: integer; begin   Assert(FAToBBuf.Size = FBToABuf.Size);   result := FAToBBuf.Size; end;  procedure TBiDirBuf.SetSize(NewSize: integer); begin   FAToBBuf.Size := NewSize;   FBToABuf.Size := NewSize;   Assert(FAToBBuf.Size = FBToABuf.Size); end;  function TBiDirBuf.PutItem(Side: TBufferSide; Item: Pointer): boolean; begin   result := GetBuf(Side, boWriting).PutItem(Item); end;  function TBiDirBuf.GetItem(Side: TBufferSide): Pointer; begin   result := GetBuf(Side, boReading).GetItem; end;  function TBiDirBuf.GetEntriesUsed(Side: TBufferSide; var Used: integer): boolean; begin   result := GetBuf(Side, boReading).GetEntriesUsed(Used); end;  function TBiDirBuf.GetEntriesFree(Side: TBufferSide; var Free: integer): boolean; begin   result := GetBuf(Side, boWriting).GetEntriesFree(Free); end;  end. |

Этот класс реализует функциональность, описанную графически на вышеприведенной диаграмме, представляющей БАБ.

Детальное рассмотрение Блокировочно-Асинхронного Буфера (БАБ).  
  
Сделав всю подготовительную работу, теперь можно рассказать о БАБ более подробно. Он содержит двунаправленный буфер и два потока, один чтения и один записи. Эти потоки выполняют действия записи и чтения с ограниченным буфером от имени потока VCL. Выполнение всех потоков можно представить графически с некоторыми отклонениями от существующих соглашений:
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Эта диаграмма выглядит довольно устрашающе, так что, видимо, легче рассмотреть рабочий пример. Давайте возьмем тот случай, когда рабочий поток выполняет блокирующую запись в БАБ.

* Рабочий поток выполняет блокирующую запись.
* Поток чтения БАБ в данный момент блокирован при попытке прочесть из двунаправленного буфера. В результате записи он разблокируется и успешно проводит чтение.
* Он копирует прочитанные данные во вспомогательный буфер, локальный для класса потока, и генерирует событие прохождения данных, обрабатываемое БАБ.
* Код обработки события прохождения данных БАБ, исполняемый в контексте потока чтения, посылает сообщение дескриптору своего окна, свидетельствуя, что данные были успешно прочитаны потоком чтения.
* Поток чтения теперь ждет семафора, который сигнализирует о том, что данные прочитаны главным потоком VCL.
* Несколько позже главный поток VCL обрабатывает сообщения из очереди, предназначенные компоненту, точно таким же образом, как и для всех компонентов, имеющих дескриптор окна.
* Среди сообщений для компонента есть сообщение уведомления, посланное потоком чтения. Оно обрабатывается и генерирует событие OnRead для компонента.
* Событие OnRead обрабатывается логикой приложения (вероятно, главной формой), и в результате, очевидно, поток VCL пытается прочитать данные.
* Поток VCL вызывает метод БАБ AsyncRead.
* AsyncRead копирует данные из вспомогательного буфера в главный поток VCL. Затем он освобождает семафор, которым блокирован поток чтения, разрешая ему попытаться осуществить новую операцию чтения из двунаправленного буфера.

Точно так же БАБ работает и при записи. Она осуществляется асинхронно потоком VCL, внутреннй поток записи БАБ пробуждается и проводит блокирующую запись в двунаправленный буфер, и по окончании записи поток VCL уведомляется через событие, что можно пытаться делать новые операции записи.   
В сущности интерфейс между блокировкой и асинхронной операцией через отправления сообщения идентичен тому, который был неформально введен в более ранних примерах. Отличие для этого компонента в том, что детали спрятаны от конечного пользователя, и проблема решена более формальным, хорошо определенным способом.   
Вот код этого компонента

|  |
| --- |
| **Код** |
| unit BlockToAsyncBuf;  { Martin Harvey 10/5/2000 }  interface  uses Classes, Forms, Messages, Windows, BiDirBuf;  const   InternalBufferSize = 4;   WM\_BLOCK\_ASYNC = WM\_USER + 2876;  type    { With this component, as with previous buffering schemes, one cannot read     or write nil pointers. }    TThreadNotify = (tnReaderDataFlow, tnWriterDataFlow);    TBlockAsyncThread = class(TThread)   private     FDataSection: TRTLCriticalSection;     FIdleSemaphore: THandle;     FInterimBuf: Pointer;     FOnDataFlow: TNotifyEvent;     FBuffer: TBiDirBuf;   protected     procedure DataFlow; virtual;     function GetItemsInTransit: integer;   public     constructor Create(CreateSuspended: boolean);     destructor Destroy; override;   published     property OnDataFlow: TNotifyEvent read FOnDataFlow write FOnDataFlow;     property Buffer: TBiDirBuf write FBuffer;     property ItemsInTransit: integer read GetItemsInTransit;   end;    TBAWriterThread = class(TBlockAsyncThread)   private   protected     procedure Execute; override;   public     function WriteItem(Item: Pointer): boolean;   published   end;    TBAReaderThread = class(TBlockAsyncThread)   private   protected     procedure Execute; override;   public     function ReadItem: pointer;   published   end;    TBlockToAsyncBuf = class(TComponent)   private     FHWND: THandle;     FBuffer: TBiDirBuf;     FReaderThread: TBAReaderThread;     FWriterThread: TBAWriterThread;     FOnRead, FOnWrite: TNotifyEvent;   protected     procedure MessageHandler(var Msg: TMessage);     procedure ReaderDataFlow(Sender: TObject);     procedure WriterDataFlow(Sender: TObject);     procedure Read; virtual;     procedure Write; virtual;     function GetItemsInTransit: integer;   public     constructor Create(AOwner: TComponent); override;     destructor Destroy; override;     function BlockingRead: pointer;     function BlockingWrite(Item: pointer): boolean;     function AsyncRead: pointer;     function AsyncWrite(Item: pointer): boolean;     procedure ResetState;   published     property OnRead: TNotifyEvent read FOnRead write FOnRead;     property OnWrite: TNotifyEvent read FOnWrite write FOnWrite;     property ItemsInTransit: integer read GetItemsInTransit;   end;  implementation  procedure TBlockAsyncThread.DataFlow; begin   if Assigned(FOnDataFlow) then FOnDataFlow(Self); end;  constructor TBlockAsyncThread.Create(CreateSuspended: boolean); begin   inherited Create(CreateSuspended);   InitializeCriticalSection(FDataSection);   FIdleSemaphore := CreateSemaphore(nil, 0, High(Integer), nil); end;  destructor TBlockAsyncThread.Destroy; begin   ReleaseSemaphore(FIdleSemaphore, 1, nil);   WaitFor;   DeleteCriticalSection(FDataSection);   CloseHandle(FIdleSemaphore); end;  function TBlockAsyncThread.GetItemsInTransit: integer; begin   EnterCriticalSection(FDataSection);   if Assigned(FInterimBuf) then     result := 1   else     result := 0;   LeaveCriticalSection(FDataSection); end;  { Buffer error handling needs to be discussed }  procedure TBAWriterThread.Execute;  var   Temp: Pointer;  begin   while not Terminated do   begin     DataFlow;     WaitForSingleObject(FIdleSemaphore, INFINITE);     EnterCriticalSection(FDataSection);     Temp := FInterimBuf;     FInterimBuf := nil;     LeaveCriticalSection(FDataSection);     if not FBuffer.PutItem(bsSideA, Temp) then Terminate;   end; end;  function TBAWriterThread.WriteItem(Item: Pointer): boolean; begin   result := false;   EnterCriticalSection(FDataSection);   if not Assigned(FInterimBuf) then   begin     FInterimBuf := Item;     result := true;   end;   LeaveCriticalSection(FDataSection);   if Result then ReleaseSemaphore(FIdleSemaphore, 1, nil); end;  procedure TBAReaderThread.Execute;  var   Temp: Pointer;  begin   while not Terminated do   begin     Temp := FBuffer.GetItem(bsSideA);     if Assigned(Temp) then     begin       EnterCriticalSection(FDataSection);       FInterimBuf := Temp;       LeaveCriticalSection(FDataSection);       DataFlow;       WaitForSingleObject(FIdleSemaphore, INFINITE);     end     else Terminate;   end; end;  function TBAReaderThread.ReadItem: pointer; begin   EnterCriticalSection(FDataSection);   result := FInterimBuf;   LeaveCriticalSection(FDataSection);   if Assigned(Result) then ReleaseSemaphore(FIdleSemaphore, 1, nil); end;  procedure TBlockToAsyncBuf.MessageHandler(var Msg: TMessage); begin   if (Msg.Msg = WM\_BLOCK\_ASYNC) then   begin     case TThreadNotify(Msg.LParam) of       tnReaderDataflow: Read;       tnWriterDataflow: Write;     else       Assert(false);     end;   end; end;  procedure TBlockToAsyncBuf.ReaderDataFlow(Sender: TObject); begin   PostMessage(FHWND, WM\_BLOCK\_ASYNC, 0, Integer(tnReaderDataflow)); end;  procedure TBlockToAsyncBuf.WriterDataFlow(Sender: TObject); begin   PostMessage(FHWND, WM\_BLOCK\_ASYNC, 0, Integer(tnWriterDataflow)); end;  procedure TBlockToAsyncBuf.Read; begin   if Assigned(FOnRead) then FOnRead(Self); end;  procedure TBlockToAsyncBuf.Write; begin   if Assigned(FOnWrite) then FOnWrite(Self); end;  constructor TBlockToAsyncBuf.Create(AOwner: TComponent); begin   inherited Create(AOwner);   FHWND := AllocateHWnd(MessageHandler);   FBuffer := TBiDirBuf.Create;   FBuffer.Size := InternalBufferSize;   FReaderThread := TBAReaderThread.Create(true);   FReaderThread.Buffer := Self.FBuffer;   FReaderThread.OnDataFlow := ReaderDataFlow;   FWriterThread := TBAWriterThread.Create(true);   FWriterThread.Buffer := Self.FBuffer;   FWriterThread.OnDataFlow := WriterDataFlow;   FReaderThread.Resume;   FWriterThread.Resume; end;  procedure TBlockToAsyncBuf.ResetState; begin   if Assigned(FReaderThread) then FReaderThread.Terminate;   if Assigned(FWriterThread) then FWriterThread.Terminate;   FBuffer.ResetState;   FReaderThread.Free;   FWriterThread.Free;   FReaderThread := nil;   FWriterThread := nil; end;  destructor TBlockToAsyncBuf.Destroy; begin   { A few destruction subtleties here }   ResetState;   FBuffer.Free;   DeallocateHWnd(FHWND);   inherited Destroy; end;  function TBlockToAsyncBuf.BlockingRead: pointer; begin   result := FBuffer.GetItem(bsSideB); end;  function TBlockToAsyncBuf.BlockingWrite(Item: pointer): boolean; begin   result := FBuffer.PutItem(bsSideB, Item); end;  function TBlockToAsyncBuf.AsyncRead: pointer; begin   result := FReaderThread.ReadItem; end;  function TBlockToAsyncBuf.AsyncWrite(Item: pointer): boolean; begin   result := FWriterThread.WriteItem(Item); end;  function TBlockToAsyncBuf.GetItemsInTransit: integer;  var   Entries: integer;  begin   result := FReaderThread.ItemsInTransit + FWriterThread.ItemsInTransit;   if FBuffer.GetEntriesUsed(bsSideA, Entries) then     Inc(result, Entries);   if FBuffer.GetEntriesUsed(bsSideB, Entries) then     Inc(result, Entries); end;  end. |

Некоторые моменты стоит отметить особо. Обычно потомки TThread нечасто используют наследование, однако в данном случае потоки чтения и записи имеют много общего в своей функциональности, которая и реализована в базовом классе TBlockAsyncThread. Он содержит:

* Вспомогательный буфер, содержащий единственный указатель.
* Критическую секцию для обеспечения атомарного доступа ко вспомогательному буферу.
* Указатель на двунаправленный буфер для использования операций блокировки. Он устанавливается в компоненте, указывая на двунаправленный буфер, используемый внутри БАБ.
* Событие "OnDataFlow", которое обрабатывается компонентом БАБ.
* Семафор ожидания. Он используется для реализации операций "Ждать записи VCL" и "Ждать чтения VCL" общепринятым способом.

Базовый класс потока также обеспечивает необходимый минимум общей функциональности: создание потока,его уничтожение, и переключатель события для OnDataFlow. У базового класса есть два потомка: TBAWriterThread и TBAReaderThread. Они реализуют конкретные методы выполнения потока, а также предоставляют методы чтения и записи, которые косвенно будут исполняться потоком VCL. Сам компонент БАБ хранит двунаправленный буфер и два потока. Кроме того, в нем также хранится дескриптор окна FHWND, который используется для специализированной обработки сообщений.   
  
Создание БАБ.  
  
Давайте теперь кратко познакомимся с реализацией. При создании компонент БАБ получает дескриптор окна, используя AllocateHWnd. Эта полезная функция описана в книге Danny Thorpe "Создание компонентов Delphi". Компонент БАБ довольно необычен, потому что ему требуется дескриптор окна для выполнения обработки сообщения, но в действительности он - не визуальный компонент. Возможно дать компоненту БАБ дескриптор окна, сделав его потомком TWinControl. Тем не менее это неподходящий родитель для такого компонента, поскольку БАБ не является оконным элементом. Используя AllocateHWnd, компонент может осуществлять собственную обработку сообщений, не приобретая большого количества бесполезных для него методов. Обеспечивается также некоторое улучшение эффективности благодаря тому, что процедура обработки сообщений компонента выполняет только минимальную работу, имея дело лишь с одним сообщением, и игнорируя все другие.   
При создании компонент БАБ также устанавливает обработчики событий от потоков себе же. Эти обработчики выполняются в контексте потоков чтения и записи и осуществляют отправление уведомления, которое связывает потоки чтения, записи, и основной поток VCL.   
В результате создания компонента инициализируются потоки. Все действия, требуемые для этого - общие для потоков чтения и записи, так что они находятся в конструкторе TBlockAsyncThread. При этом просто устанавливается критическая секция, требующаяся для обеспечения атомарного доступа к промежуточному буферу в каждом потоке, а также создается семафор ожидания для каждого потока, который гарантирует, что рабочий поток будет ожидать поток VCL перед проведением операций чтения или записи.   
  
Разрушение БАБ.  
  
Уничтожение компонента несколько сложнее, но использует принципы, обсужденные в предыдущих главах. Двунаправленный буфер, содержащийся в БАБ, подобен ограниченному буферу, рассмотренному в последней главе, и его разрушение проходит в три стадии. Первый этап - разблокировка всех потоков, выполняющих действия по вводу/выводу в буфер путем вызова ResetState. Второй этап - ожидание, пока все потоки не остановятся, или по крайней мере, будут в том состоянии, в котором они не выполняют больше действий с буфером. Как только это условие выполнено, может начаться третий этап, на котором уничтожаются физические структуры данных.   
Разрушение БАБ, таким образом, работает так:

* Состояние БАБ сбрасывается. При этом завершаются оба внутренних потока, затем сбрасывается состояние двунаправленного буфера, разблокируя, таким образом, все выполняющиеся операции с буфером.
* Вызывается деструктор каждого потока. В нем освобождается семафор ожидания потока, затем поисходит ожидание завершения потока до разрушения критической секции и семафора. Некоторых читателей может удивить, что деструктор потока может вызвать WaitFor. Здесь все правильно, так как мы можем быть уверены, что поток никогда не вызовет свой собственный деструктор. В данном случае деструкторы потоков чтения и записи будут вызываться главным потоком VCL, так что зацикливания не будет.
* Потоки чтения и записи устанавливаются в Nil, что разрешает проводить неоднократные вызовы ResetState.
* Двунаправленный буфер разрушается, дескриптор окна освобождается.

Так как потоки внутренние для БАБ, у этих процедур очистки имеется тот положительный эффект, что деструктор БАБ может разблокировать и очистить все потоки и объекты синхронизации внутри компонента, а пользователю компонента не надо заботиться о потенциальных проблемах, присущих операциям очистки. Достаточно просто вызвать Free для БАБ. Это, очевидно, весьма желательно.   
Несмотря не это, компонент все-таки дает доступ к методу ResetState. Причина в том, что компонент не контролирует другие рабочие потоки, которые могут проводить блокирующие операции с буфером. В подобных ситуациях главное приложение обязано само завершить рабочие потоки, сбросить состояние БАБ, и дождаться завершения рабочих потоков до физического разрушения БАБ.   
  
Пример программы с использованием БАБ.  
  
Вот еще один вариант программы для простых чисел. Главная форма

|  |
| --- |
| **Код** |
| unit BlockAsyncForm;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   StdCtrls, BlockToAsyncBuf, PrimeRangeThread;  const   MaxCount = 20;  type   TBlockAsyncFrm = class(TForm)     Label1: TLabel;     StartRangeEdit: TEdit;     Label2: TLabel;     EndRangeEdit: TEdit;     SubmitBtn: TButton;     ResultsMemo: TMemo;     procedure FormCreate(Sender: TObject);     procedure SubmitBtnClick(Sender: TObject);     procedure FormCloseQuery(Sender: TObject; var CanClose: Boolean);     procedure FormDestroy(Sender: TObject);   private     { Private declarations }     FItemsInTransit: integer;     FBuf: TBlockToAsyncBuf;     FWorkerThread: TPrimeRangeThread;     procedure BufRead(Sender: TObject);     procedure BufWrite(Sender: TObject);   public     { Public declarations }   end;  var   BlockAsyncFrm: TBlockAsyncFrm;  implementation  {$R \*.DFM}  procedure TBlockAsyncFrm.FormCreate(Sender: TObject); begin   FWorkerThread := TPrimeRangeThread.Create(true);   FBuf := TBlockToAsyncBuf.Create(Self);   with FBuf do   begin     { Note that these changes will take effect before       events from this component could possibly occur }     OnRead := BufRead;     OnWrite := BufWrite;   end;   SetThreadPriority(FWorkerThread.Handle, THREAD\_PRIORITY\_BELOW\_NORMAL);   with FWorkerThread do   begin     Buf := FBuf;     Resume;   end; end;  procedure TBlockAsyncFrm.SubmitBtnClick(Sender: TObject);  var   Request: PRangeRequestType;   Temp: integer;  begin   New(Request);   try     Request.Low := StrToInt(StartRangeEdit.Text);     Request.High := StrToInt(EndRangeEdit.Text);     if Request.Low > Request.High then     begin       Temp := Request.Low;       Request.Low := Request.High;       Request.High := Temp;     end;     if FBuf.AsyncWrite(Request) then     begin       Request := nil;       SubmitBtn.Enabled := false;       Inc(FItemsInTransit);     end;   finally     if Assigned(Request) then Dispose(Request);   end; end;  procedure TBlockAsyncFrm.BufWrite(Sender: TObject); begin   { Buffer has indicated that there is space for us to write }   SubmitBtn.Enabled := true; end;  procedure TBlockAsyncFrm.BufRead(Sender: TObject);  var   Reply: TStringList;  begin   { We have received a notification that we may read. }   Reply := TStringList(FBuf.AsyncRead);   if Assigned(Reply) then   begin     Dec(FItemsInTransit);     ResultsMemo.Lines.BeginUpdate;     ResultsMemo.Lines.AddStrings(Reply);     while ResultsMemo.Lines.Count > MaxCount do       ResultsMemo.Lines.Delete(0);     ResultsMemo.Lines.EndUpdate;   end; end;  procedure TBlockAsyncFrm.FormCloseQuery(Sender: TObject;   var CanClose: Boolean); begin   CanClose := true;   if FItemsInTransit > 0 then     if MessageDlg('Some requests in transit, close anyway?', mtWarning,       mbOKCancel, 0) <> mrOK then       CanClose := false; end;  procedure TBlockAsyncFrm.FormDestroy(Sender: TObject); begin   FWorkerThread.Terminate;   FBuf.ResetState;   FWorkerThread.WaitFor;   FBuf.Free;   FWorkerThread.Free; end;  end. |

запрашивает у пользователя два числа - начало и конец диапазона. Эти числа поступают в структуру запроса, а указатель на нее асинхронно записывается в БАБ. Несколько позже рабочий поток

|  |
| --- |
| **Код** |
| unit PrimeRangeThread;  interface  uses   Classes, BlockToAsyncBuf;  type   TPrimeRangeThread = class(TThread)   private     { Private declarations }     FBuf: TBlockToAsyncBuf;   protected     function IsPrime(TestNum: integer): boolean;     procedure Execute; override;   public   published     property Buf: TBlockToAsyncBuf read FBuf write FBuf;   end;    TRangeRequestType = record     Low, High: integer;   end;    PRangeRequestType = ^TRangeRequestType;    { Results returned in a string list }  implementation  uses SysUtils;  { TPrimeRangeThread }  function TPrimeRangeThread.IsPrime(TestNum: integer): boolean;  var   iter: integer;  begin   result := true;   if TestNum < 0 then     result := false;   if TestNum <= 2 then     exit;   iter := 2;   while (iter < TestNum) and (not terminated) do {Line A}   begin     if (TestNum mod iter) = 0 then     begin       result := false;       exit;     end;     Inc(iter);   end; end;  procedure TPrimeRangeThread.Execute;  var   PRange: PRangeRequestType;   TestNum: integer;   Results: TStringList;  begin   while not Terminated do   begin     PRange := PRangeRequestType(FBuf.BlockingRead);     if Assigned(PRange) then     begin       Assert(PRange.Low <= PRange.High);       Results := TStringList.Create;       Results.Add('Primes from: ' + IntToStr(PRange.Low) +         ' to: ' + IntToStr(PRange.High));       for TestNum := PRange.Low to PRange.High do       begin         if IsPrime(TestNum) then           Results.Add(IntToStr(TestNum) + ' is prime.');       end;       if not FBuf.BlockingWrite(Results) then       begin         Results.Free;         Terminate;       end;     end     else Terminate;   end; end;  end. |

проводит блокирующее чтение и извлекает запрос. Затем он тратит какое-то (различное) время на обработку запроса, определяя, какие числа из этого диапазоне простые. По окончании обработки он выполняет блокирующую запись, передавая указатель на список строк, заполненный результатами. Основная форма оповещается, что в компоненте есть данные, для чтения, и тогда она читает список строк из БАБ и копирует результаты в Memo.   
Стоит отметить два основных момента кода основной формы. Первый состоит в том, что интерфейс пользователя корректно обновляется в соответствии с управлением потоками данных для буфера. После того, как запрос будет подан, кнопка запроса будет запрещена. Она восстанавливается, только когда форма получает от БАБ событие OnWrite, указывающее, что можно безопасно записывать новые данные. Данная реализация устанавливает размер двунаправленного буфера 4. Это совсем немного, так что пользователь может убедиться, что после посылки четырех запросов, которые долго обрабатываются, кнопка остается запрещенной, пока один из запросов не обработан. Аналогично, если основная форма не может обработать уведомления о чтении из BAB достаточно быстро, рабочий поток будет заблокирован.   
Второй момент - когда основная форма уничтожена, деструктор использует метод БАБ ResetState, как описано ранее, чтобы гарантировать корректную очистку потоков и освобождение буфера. Невозможность осуществления этого может привести к нарушению доступа (access violation).   
Код рабочего потока довольно прост. Имеет смысл отметить, что поскольку он использует блокировку при чтении и записи, то использует процессор только при активной обработке запроса: если он не может получить запрос или послать ответ из-за перегрузки буфера, то он заблокирован.   
  
Мы достигли нашей цели!   
  
Небольшое резюме о том, чего мы добились с помощью этого компонента:

* Невидимая передача данных между потоком VCL и рабочими потоками.
* Все подробности синхронизации спрятаны внутри БАБ (за исключением ResetState).
* Управление потоками данных между VCL и рабочими потоками.
* Никаких циклов опроса или занятости: процессор используется эффективно.
* Не используется Synchronize. Потоки без необходимости не блокируются.

Читателя можно простить, если он думает, что все его проблемы позади...   
  
Заметили утечку памяти?  
  
Как в предыдущей, так и в этой главе мы уклонились от решения основной проблемы: элементы в созданных нами буферах не уничтожаются корректно при разрушении буфера. При первоначальном проектировании этих буферных структур, был принят подход, подобный используемому в TList: список или буфер только обеспечивает хранение и синхронизацию. Правильное распределение памяти для объектов и их освобождение - задача потока, использующего буфер.   
Этот упрощенный метод создает существенные трудности. В общем случае чрезвычайно трудно проверить, что буфер обоих направлениях пустой перед его уничтожением. В вышеописанном примере, наиболее просто использующем буфер, есть четыре потока, четыре мьютекса или критические секции, и шесть семафоров для всей системы. Определение состояния всех потоков и обеспечение совершенно корректного выхода в такой ситуации, очевидно, невозможно.   
В данном примере это было решено хранением счетчиков того, сколько запросов необслужены в каждый момент времени. Если мы получили столько же ответов, сколько было запросов, то мы можем быть уверены, что все буферы пусты.   
  
Избавляемся от утечки.  
  
Один подход - позволить разным буферам осуществлять callback-вызовы, которые во время очистки уничтожат различные объекты, содержащиеся в этих буферах. В общем случае это будет работать, но есть вероятность злоупотреблений, и реализация такой схемы, скорее всего, на практике получится неаккуратной.   
Другая возможность - создать общую буферную схему управления, которая отслеживает конкретные типы объектов, храня информацию о том, когда они входят и выходят из разных буферов приложения. И опять же, реализация, вероятно, получится довольно сомнительной, и потребует довольно сложного механизм отслеживания ссылок, выполняя работу, которая должна быть в действительности проста.   
Наилучшее решение - сделать буферные структуры аналогичными TObjectList, т.е. все элементы, помещаемые в буферы - *экземпляры классов*. Это позволит потоку, выполняющему операцию очистки, вызывать подходящий деструктор для каждого элемента в буфере. Даже более того - используя типы ссылок на класс, мы можем автоматически выполнять по время выполнения проверку типов объектов, проходящих через буфер, и создать безопасный по отношению к типу набор буферов.   
Реализация подобной схемы оставим как упражнение читателю. Не требуется никаких изменений в основных механизмах синхронизации, но потребуют модификации процедуры для чтения и записи и реализация деструкторов для ограниченного буфера и классов потоков.   
  
Проблемы просмотра.  
  
При реализации двунаправленного буфера возможно обеспечить достаточно разумный механизм для просмотра буферов, чтобы увидеть, сколько в них элементов. Возможно, что при просмотре двунаправленного буфера счетчики свободных и использованных элементов не всегда будут точны, поскольку оба действия не могут выполняться атомарно. Тем не менее, гарантировано, что при только одном потоке чтения и записи в каждом направлении операции просмотра могут быть использованы как верный признак того, что действие будет успешным, без блокировки.   
С асинхронным буфером проблема сложнее, потому что при данной реализации невозможно обеспечить гарантированно правильный контроль за состоянием буфера. Дело в том, что есть по существу два буфера в каждом направлении, ограниченный буфер и вспомогательный, для единственного элемента. Не предусмотрено никакого механизма для глобальной блокировки обоих буферов, чтобы можно было атомарно определять их статус.   
В компоненте сделана попытка предоставить некоторые возможности просмотра, обеспечивая грубый подсчет элементов, проходящих через буферы, причем сделанно это преднамеренно, чтобы программист не заблуждался, думая, что результаты могут быть точны! Возможно ли сделать лучше?   
  
Промежуточный буфер.   
  
Наилучший путь улучшить ситуацию - полностью удалить промежуточный буфер. Это вполне возможно, если немного подумать, но требует переписывания всего кода буферизации. Мы должны сделать новый ограниченный буфер с несколько другой семантикой. Этот новый ограниченный буфер должен:

* Реализовать блокирующие чтение и запись на одном конце, как и раньше.
* На другом конце реализовать асинхронные запись и чтение ( просто успех/ошибка без блокировки), и вдобавок реализовать методы "Block Until" ("блокировать, пока ..."). Эти методы будут блокировать поток, пока предстоящей операции чтения или записи не будет гарантирован успех.

При таком способе можно использовать потоки чтения и записи, чтобы посылать уведомления, блокируя их, пока действие не будет возможным, а поток VCL мог бы выполнять фактические операции чтения и записывать в ограниченный буфер без блокировки.   
С подобной семантикой унас будет только один набор буферов, которыми нужно управлять, и сравнительно легко обеспечить атомарное действие просмотра, которое даст точные результаты. Оставим реализацию читателю как упражнение...   
  
Различные ограничения.  
  
Для всех буферных структур, описанных в последних главах, считается, что программист посылает указатели на правильную память, а не NIL. Некоторые читатели могут обратить внимание, что часть кода потоков чтения и записи неявно подразумевает, что NIL не будет послан через буфер. Это несложно исправить с помощью введения флагов достоверности буфера , но за счет некоторого ухудшения кода.   
Другое (скорее теоретическое) ограничение состоит в том, что конечный пользователь этого компонента может, в принципе, создать очень большое число буферов. Осеовные принципы программирования потоков для Win32 говорят, что обычно стоит ограничить количество потоков примерно до шестнадцати на приложение, что позволяет использовать восемь компонентов БАБ. Поскольку нет ограничений на число рабочих потоков, выполняющих операции блокировки для БАБ, кажется разумным иметь только один БАБ для приложения и использовать для связи между одним потоком VCL и всеми рабочими потоками. При этом, конечно, подразумевается, что все рабочие потоки выполняет одну и ту же работу. Чаще всего такой вариант вполне приемлем, так как большинство приложений Delphi должны порождать много потоков лишь при выполнении фоновых операций, требующих существенных затрат времени.   
  
Обратная сторона монеты: Потоковые буферы.   
  
Итак, все обсуждаемые буферные структуры использовали буферы указателей для передачи данных. Хотя это и полезно для дискретных операций, большинство I/O операций используют потоки данных. Все буферные структуры имеют приблизительный эквивалент, а именно, потоки данных, которые, в общем и целом, могут обрабатываться аналогичными способами. Есть несколько различий, которые имеет смысл отметить:

* При буферизации потоков данных невозможно использовать семафоры, чтобы следить за конкретным количеством элементов в буфере. Вместо этого семафоры используются в **двоичном** режиме, имея счетчик только 1 или 0. При чтении или записи с потоковыми буферами, приходится вычислять, будет ли буфер заполнен или опустошен каждым действием. Если одно из этих событий произойдет, то именно столько байтов по возможности пересылается, и затем поток, если нужно, блокируется.
* Так как состояние блокировки потоков чтения и записи вычисляется "на лету", его надо сохранять, записывая, блокирован ли каждый поток или работает. Это состояние затем используется при последующих операциях чтении или записи для расчета, должны ли разблокироваться "конкурирующие" потоки для конкретного действия чтения или записи. Это отчасти усложняет расчеты блокировки и разблокирования, но общий принцип остается тем же.
* Схемы уведомления для потоковых буферов модифицируются аналогично. Нынешняя схема уведомлений посылает одно уведомление для каждого действия чтения или записи. Компоненты БАБ, работающие с потоками данных, посылают уведомления, основываясь на том, полон или пуст промежуточный буфер (или его эквивалент). Поскольку уведомления можно считать асинхронным аналогом операций Signal или ReleaseSemaphore, эта модификация делается так же, как описано выше.

Есть еще много интересного, что можно было бы обсуждать по этой теме. Если читатель хочет увидеть рабочий пример потоковой буферизации, он может обратиться к коду в последней главе.

Глава 11. Синхронизаторы и события (Events).   
  
Содержание:

* Дополнительные механизмы синхронизации.
* Как добиться оптимальной эффективности.
* Простой MREWS.
* Важные моменты реализации.
* Пример использования простого MREWS.
* Введение в события (Events).
* Моделирование событий с помощью семафоров.
* Простой MREWS с использованием событий.
* MREWS в Delphi.

Дополнительные механизмы синхронизации.  
  
В материалах, рассмотренных в предыдущих главах, описаны все основные механизмы синхронизации. В общем, семафоры и мьютексы позволяют программисту, хотя и с некоторыми усилиями, создать все другие механизмы синхронизации. Несмотря на это, есть некоторые ситуации, которые очень часто встречаются в многопоточном программировании, но с использованием описанных механизмов обеспечить синхронихацию в них нелегко. Для решения этих проблем будут введены два новых примитива синхронизации: The Multi Read Exclusive Write Synchronizer (один пишет, многие читают) и Event (событие). Первый теперь является частью библиотеки VCL Delphi, а второй имеется в Win32 API.   
  
Как добиться оптимальной эффективности.  
  
До сих пор все действия с коллективными ресурсами были взаимоисключающими. Все операции чтения и записи были защищенными в том смысле, что в любой момент могло происходить только одно действие чтения или одно - записи. Тем не менее, во многих практически важных ситуациях, когда критический ресурс должен быть доступен большому количеству потоков, такой метод может оказаться неэффективным. Исключающая блокировка фактически скорее является перестраховкой. Напомню, что в Главе 6 отмечалось, что включает необходимая минимальная синхронизация:

* Операции чтения могут выполняться параллельно.
* Операции записи не могут выполняться одновременно со чтением.
* Операции записи не могут выполняться параллельно с другими операциями записи.

Учитывая абсолютный минимум контроля за параллельным исполнением, возможно добиться значительного увеличения производительности. Наибольшее повышение производительности реализуется, когда из большого числа потоков производится сразу много действий чтения, а операции записи сравнительно редки, и осуществляются лишь небольшим числом потоков.   
Эти условия удовлетворяются на практике довольно часто. Например, база данных склада компании может содержать много элементов, и могут происходить многочисленные действия чтения для определения доступности неких товаров. С другой стороны, база данных корректируется, только когда товары действительно заказываются или отгружаются. Аналогично списки членов общества могут часто проверяться для нахождения адресов, посылки почтовых отправлений или проверки подписки, но введение новых участников, удаление их, или изменение адресов будет происходить довольно редко. Та же самая ситуация и в работе компьютера: основные списки глобальных ресурсов в программе могут часто читаться, но редко изменяться. Требуемый уровень управления параллельным исполнением обеспечивается примитивом, который называется **Multiple Read Exclisive Write Synchronizer**, в дальнейшем **MREWS**.   
Большинство синхронизаторов поддерживают четыре основных действия: **StartRead**, **StartWrite**, **EndRead** and **EndWrite**. Поток вызывает StartRead для конкретного синхронизатора, когда он хочет читать из коллективного ресурса. Затем он выполняет одно или более действий чтения, которые гарантированно будут атомарными и последовательными. Как только поток завершает чтение, то вызывает EndRead. Если две операции чтения выполняются внутри данной пары вызовов StartRead и EndRead, то полученные при этом данные всегда правильные: никаких операций записи между вызовами StartRead и EndRead уже не произойдет.   
Аналогично при выполнении серии операций записи поток вызывает StartWrite. Затем он может выполнять одно или несколько действий записи, и можно быть уверенным, что все операции записи атомарны. По окончании записи поток вызывает EndWrite. Операции записи не будут перекрываться другими операциями записи, а потоки чтения не смогут получить некорректных результатов из-за чтения в процессе записи.   
  
Простой MREWS.  
  
Есть несколько путей осуществления примитива MREWS. В VCL содержится довольно сложная реализация. Для того, чтобы познакомиться с основными принципами, здесь приведена более простая, но несколько менее функциональная реализация с использованием семафоров. Простой MREWS содержит следующие элементы:

* Критическая секция для ограничения доступа к разделяемым данным (DataLock).
* Целый счетчик числа активных потоков чтения (ActRead).
* Целый счетчик числа читающих потоков (ReadRead).
* Целый счетчик числа активных потоков записи (ActWrite).
* Целый счетчик числа записывающих потоков (WriteWrite).
* Два семафора, называемые Reader (читатель) и Writer (писатель) (ReaderSem и WriterSem).
* Критическая секция для осуществления полного исключения записи (WriteLock).

Чтение и запись можно описать так:
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Чтение или запись проводится в два этапа. Сначала идет активная стадия, когда поток указывает, что он намерен читать или писать. Когда это происходит, поток может быть заблокирован, в зависимости от того, не идет ли уже процесс другого чтения или записи. Когда он разблокируется, то переходит ко второй стадии, выполняет операции чтения или записи, затем освобождает ресурс, устанавливая в соответствующие значения счетчики активных, читающих или записывающих потоков. Если этот поток - последний активный поток чтения или записи, он разблокирует все потоки, которые прежде были заблокированы в результате тех действий, которые он выполнял (чтение или запись). Следующая диаграмма иллюстрирует это более подробно.

[![--Resize_Images_Alt_Text--](data:image/gif;base64,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)](http://files.vingrad.ru/petrovich/delphi_winapi_potoki/fig23.gif)

К этому моменту реализация такого вида синхронизатора должна быть уже очевидна. Вот она

|  |
| --- |
| **Код** |
| unit SimpleSync;  { Martin Harvey 27/5/2000 }  interface  uses Windows;  type   TSimpleSynchronizer = class(TObject)   private     FDataLock, FWriteLock: TRTLCriticalSection;     FActRead, FReadRead, FActWrite, FWriteWrite: integer;     FReaderSem, FWriterSem: THandle;   protected   public     constructor Create;     destructor Destroy; override;     procedure StartRead;     procedure StartWrite;     procedure EndRead;     procedure EndWrite;   published   end;  implementation  constructor TSimpleSynchronizer.Create; begin   inherited Create;   InitializeCriticalSection(FDataLock);   InitializeCriticalSection(FWriteLock);   FReaderSem := CreateSemaphore(nil, 0, High(Integer), nil);   FWriterSem := CreateSemaphore(nil, 0, High(Integer), nil);   { Initial values of 0 OK for all counts } end;  destructor TSimpleSynchronizer.Destroy; begin   DeleteCriticalSection(FDataLock);   DeleteCriticalSection(FWriteLock);   CloseHandle(FReaderSem);   CloseHandle(FWriterSem);   inherited Destroy; end;  procedure TSimpleSynchronizer.StartRead; begin   EnterCriticalSection(FDataLock);   Inc(FActRead);   if FActWrite = 0 then   begin     Inc(FReadRead);     ReleaseSemaphore(FReaderSem, 1, nil);   end;   LeaveCriticalSection(FDataLock);   WaitForSingleObject(FReaderSem, INFINITE); end;  procedure TSimpleSynchronizer.StartWrite; begin   EnterCriticalSection(FDataLock);   Inc(FActWrite);   if FReadRead = 0 then   begin     Inc(FWriteWrite);     ReleaseSemaphore(FWriterSem, 1, nil);   end;   LeaveCriticalSection(FDataLock);   WaitForSingleObject(FWriterSem, INFINITE);   EnterCriticalSection(FWriteLock); end;  procedure TSimpleSynchronizer.EndRead; begin   EnterCriticalSection(FDataLock);   Dec(FReadRead);   Dec(FActRead);   if FReadRead = 0 then   begin     while FWriteWrite < FActWrite do     begin       Inc(FWriteWrite);       ReleaseSemaphore(FWriterSem, 1, nil);     end;   end;   LeaveCriticalSection(FDataLock); end;  procedure TSimpleSynchronizer.EndWrite; begin   LeaveCriticalSection(FWriteLock);   EnterCriticalSection(FDataLock);   Dec(FWriteWrite);   Dec(FActWrite);   if FActWrite = 0 then   begin     while FReadRead < FActRead do     begin       Inc(FReadRead);       ReleaseSemaphore(FReaderSem, 1, nil);     end;   end;   LeaveCriticalSection(FDataLock); end;  end. |

Если читателю еще не все понятно, не паникуйте! Этот объект синхронизации с первого взгляда понять нелегко! Изучайте его внимательно в течение нескольких минут, и если у вас начнет двоиться в глазах прежде, чем вы разберетесь, то не беспокойтесь об этом и двигайтесь дальше!   
  
Важные моменты реализации.  
  
В схеме синхронизации есть асимметрия: потоки, потенциально желающие читать, будут заблокированы перед чтением, если есть *активные* потоки записи, в то время как потоки, желающие писать, перед записью блокируются, если есть *читающие* потоки. Это дает приоритет потокам записи; это очень существенно, если запись происходит реже, чем чтение. Этот подход не является единственно допустимым, а так как все расчеты - должен ли поток быть заблокирован, или нет - происходят в критической секции, то вполне допустимо сделать синхронизатор симметричным. Недостаток этого метода состоит в том, что если происходит много параллельных операций чтения, то они могут полностью заблокировать запись. Конечно, возможна и противоположная ситуация, когда непрерывная запись останавливает операции чтения.   
Стоит также обратить внимание на использование семафоров для захвата ресурса для чтения или записи: операции ожидания семафоров всегда должны выполняться за пределами критической секции, которая защищает коллективные данные. Таким образом, условная сигнализация семафора внутри критической секции нужна только для проверки, что операция ожидания не блокирующая.   
  
Пример использования простого MREWS.  
  
Чтобы продемонстрировать, что делает MREWS, необходимо немного отойти от рассмотренных до сих пор примеров. Представьте себе, что большому количеству потоков необходимо отслеживать статус множества файлов в определенной директории. Эти потоки хотят знать, изменился ли файл с тех пор, как поток в последний раз проверял его статус. К сожалению, файлы в системе могут быть изменены множеством других программ, так что невозможно одной программе отследить всевозможные файловые операции, выполняемые со всеми файлами.   
В примере имеется рабочий поток, которая пробегает по всем файлам директории, рассчитывая простую контрольную сумму для каждого файла. Он делает это снова и снова, работая бесконечно. Данные хранятся в списке, который содержит синхронизатор MREW, что позволяет, таким образом, многим потокам читать контрольные суммы одного или нескольких файлов.   
Сначала давайте рассмотрим код списка контрольных сумм. Вот он.

|  |
| --- |
| **Код** |
| unit ChecksumList;  { Martin Harvey 29/5/2000 }  interface  uses SimpleSync, Classes, SysUtils;  type   TChecksumList = class   private     FCheckList: TList;     FSync: TSimpleSynchronizer;   protected     { Find function returns -1 if not found }     function FindFileIndex(FileName: string): integer;     function NoLockGetFileList: TStringList;     function NoLockGetChecksum(FileName: string): integer;   public     constructor Create;     destructor Destroy; override;     procedure SetChecksum(FileName: string; Checksum: integer);     procedure RemoveChecksum(FileName: string);     function GetChecksum(FileName: string): integer;     function GetFileList: TStringList;     function GetChecksumList: TStringList;   end;  implementation  type   TCheckSum = record     FileName: string;     Checksum: integer;   end;    PCheckSum = ^TCheckSum;  constructor TChecksumList.Create; begin   inherited Create;   FCheckList := TList.Create;   FSync := TSimpleSynchronizer.Create; end;  destructor TCheckSumList.Destroy;  var   iter: integer;   CurSum: PCheckSum;  begin   if FCheckList.Count > 0 then   begin     for iter := 0 to FCheckList.Count - 1 do     begin       CurSum := PCheckSum(FCheckList.Items[iter]);       if Assigned(CurSum) then Dispose(CurSum);     end;   end;   FCheckList.Free;   FSync.Free;   inherited Destroy; end;  function TCheckSumList.FindFileIndex(FileName: string): integer;  var   iter: integer;   CurSum: PCheckSum;  begin   result := -1;   if FCheckList.Count > 0 then   begin     for iter := 0 to FCheckList.Count - 1 do     begin       CurSum := PCheckSum(FCheckList.Items[iter]);       Assert(Assigned(CurSum));       if AnsiCompareText(FileName, CurSum.FileName) = 0 then       begin         result := iter;         exit;       end;     end;   end; end;  procedure TCheckSumList.SetChecksum(FileName: string; Checksum: integer);  var   CurSum: PCheckSum;   CurIndex: integer;  begin   FSync.StartWrite;   CurIndex := FindFileIndex(FileName);   if CurIndex >= 0 then     CurSum := PCheckSum(FCheckList.Items[CurIndex])   else   begin     New(CurSum);     FCheckList.Add(CurSum);   end;   CurSum.FileName := FileName;   CurSum.Checksum := Checksum;   FSync.EndWrite; end;  procedure TCheckSumList.RemoveChecksum(FileName: string);  var   CurIndex: integer;  begin   FSync.StartWrite;   CurIndex := FindFileIndex(FileName);   if CurIndex >= 0 then   begin     FCheckList.Delete(CurIndex);     FCheckList.Pack;   end;   FSync.EndWrite; end;  function TCheckSumList.NoLockGetChecksum(FileName: string): integer;  var   CurIndex: integer;   CurSum: PCheckSum;  begin   result := 0;   CurIndex := FindFileIndex(FileName);   if CurIndex >= 0 then   begin     CurSum := PCheckSum(FCheckList.Items[CurIndex]);     Assert(Assigned(CurSum));     result := CurSum.Checksum;   end; end;  function TCheckSumList.GetChecksum(FileName: string): integer; begin   FSync.StartRead;   result := NoLockGetChecksum(FileName);   FSync.EndRead; end;  function TCheckSumList.NoLockGetFileList: TStringList;  var   iter: integer;   CurSum: PCheckSum;  begin   result := TStringList.Create;   if FCheckList.Count > 0 then   begin     for iter := 0 to FCheckList.Count - 1 do     begin       CurSum := PCheckSum(FCheckList.Items[iter]);       Assert(Assigned(CurSum));       result.Add(CurSum.FileName);     end;   end;   result.Sort; end;  function TCheckSumList.GetFileList: TStringList; begin   FSync.StartRead;   result := NoLockGetFileList;   FSync.EndRead; end;  function TCheckSumList.GetChecksumList: TStringList;  var   iter: integer;  begin   FSync.StartRead;   result := NoLockGetFileList;   if result.Count > 0 then   begin     for iter := 0 to result.Count - 1 do     begin       result.strings[iter] := result.strings[iter]         + ' ' + IntToStr(NoLockGetChecksum(result.strings[iter]));     end;   end;   FSync.EndRead; end;  end. |

Основные операции:

* Установить контрольную сумму определенного файла. При этом в список добавляется элемент, соответствующий файлу, если его еще не было.
* Получить контрольную сумму определенного файла. Результат будет 0, если файл не найден.
* Удалить файл из списка.
* Получить список строк со всеми именами файлов.
* Получить список строк со всеми именами файлов и соответствующими контрольными суммами.

Для всех этих публично доступных операций в начале и конце их производятся соответствующие вызовы синхронизации.  
Заметьте, что есть методы, название которых начинается с "NoLock". Это методы, которые нужно вызывать из нескольких опубликованных методов. Класс написан таким образом из-за ограничений нашего синхронизатора: *вложенные вызовы начала чтения или записи недопустимы*. Все действия, которые используют простой синхронизатор, должны вызывать только StartRead или StartWrite, если они уже закончили все предыдущие операции чтения или записи. Более подробно это будет обсуждаться позже. За этим исключением, большая часть кода списка контрольных сумм довольно стандартна, представляет собой в основном обычную обработку списка, и не должна составить никаких трудностей для большинства Delphi-программистов.  
Теперь рассмотрим код рабочего потока

|  |
| --- |
| **Код** |
| unit CheckThread;  { Martin Harvey 30/5/2000 }  interface  uses   Classes, Windows, ChecksumList, SysUtils;  type    TState = (sGetCurrentCRCs,     sBuildFileList,     sRemoveCRCs,     sCheckFile,     sDone);    TStateReturn = (rvOK, rvFail1, rvFail2);    TActionFunc = function: TStateReturn of object;    TStateActions = array[TState] of TActionFunc;    TNextStates = array[TState, TStateReturn] of TState;    TCheckThread = class(TThread)   private     FStartDir: string;     FCurrentState: TState;     FActionFuncs: TStateActions;     FNextStates: TNextStates;     FInternalFileList: TStringList;     FExternalFileList: TStringList;     FExternalCRCList: TStringList;     FCheckList: TChecksumList;     FFileToProcess: integer;   protected     procedure InitActionFuncs;     procedure InitNextStates;     function GetCurrentCRCs: TStateReturn;     function BuildFileList: TStateReturn;     function RemoveCRCs: TStateReturn;     function CheckFile: TStateReturn;     procedure Execute; override;   public     constructor Create(CreateSuspended: boolean);     destructor Destroy; override;     property StartDir: string read FStartDir write FStartDir;     property CheckList: TChecksumList read FCheckList write FCheckList;   end;  implementation  { TCheckThread }  {(\*} {Prettyprinter auto-formatting off}  const   BaseStateTransitions:TNextStates = (                       {rvOK}             {rvFail1}        {rvFail2} {sGetCurrentCRCs } ( sBuildFileList,      sDone,           sDone ), {sBuildFileList  } ( sRemoveCRCs,         sDone,           sDone ), {sRemoveCRCs     } ( sCheckFile,          sDone,           sDone ), {sCheckFile      } ( sCheckFile,          sGetCurrentCRCs, sDone ), {sDone           } ( sDone,               sDone,           sDone ));   {\*)}{Prettyprinter auto-formatting on}  procedure TCheckThread.InitActionFuncs; begin   FActionFuncs[sGetCurrentCRCs] := GetCurrentCRCs;   FActionFuncs[sBuildFileList] := BuildFileList;   FActionFuncs[sRemoveCRCs] := RemoveCRCs;   FActionFuncs[sCheckFile] := CheckFile; end;  procedure TCheckThread.InitNextStates; begin   FNextStates := BaseStateTransitions; end;  function TCheckThread.GetCurrentCRCs: TStateReturn; begin   FExternalFileList.Free;   FExternalFileList := nil;   FExternalCRCList.Free;   FExternalCRCList := nil;    FExternalFileList := FCheckList.GetFileList;   FExternalCRCList := FCheckList.GetChecksumList;   result := rvOK; end;  function TCheckThread.BuildFileList: TStateReturn;  var   FindRet: integer;   SearchRec: TSearchRec;  begin   FInternalFileList.Clear;   FindRet := FindFirst(StartDir + '\*.\*', faAnyFile and not faDirectory, SearchRec);   if FindRet <> 0 then     result := rvFail1   else   begin     while FindRet = 0 do     begin       { Found a file.}       FInternalFileList.Add(SearchRec.Name);       FindRet := FindNext(SearchRec);     end;     result := rvOK;   end;   FindClose(SearchRec);   FFileToProcess := 0; end;  function TCheckThread.RemoveCRCs: TStateReturn;  var   iter: integer;   dummy: integer;  begin   FInternalFileList.Sort;   FExternalFileList.Sort;   if FExternalFileList.Count > 0 then   begin     for iter := 0 to FExternalFileList.Count - 1 do     begin       if not FInternalFileList.Find(FExternalFileList[iter], dummy) then         FCheckList.RemoveChecksum(FExternalFileList[iter]);     end;   end;   result := rvOK;  end;  function TCheckThread.CheckFile: TStateReturn;  var   FileData: TFileStream;   MemImage: TMemoryStream;   Data: byte;   Sum: integer;   iter: integer;  begin   if FFileToProcess >= FInternalFileList.Count then   begin     result := rvFail1;     exit;   end;   Sum := 0;   FileData := nil;   MemImage := nil;   try     FileData := TFileStream.Create(StartDir + FInternalFileList[FFileToProcess],       fmOpenRead or fmShareDenyWrite);     FileData.Seek(0, soFromBeginning);     MemImage := TMemoryStream.Create;     MemImage.CopyFrom(FileData, FileData.Size);     MemImage.Seek(0, soFromBeginning);     for iter := 1 to FileData.Size do     begin       MemImage.ReadBuffer(Data, sizeof(Data));       Inc(Sum, Data);     end;     FileData.Free;     MemImage.Free;     if (FCheckList.GetChecksum(FInternalFileList[FFileToProcess]) <> Sum) then       FCheckList.SetChecksum(FInternalFileList[FFileTOProcess], Sum);   except     on EStreamError do     begin       FileData.Free;       MemImage.Free;     end;   end;   Inc(FFileToProcess);   result := rvOK; end;  procedure TCheckThread.Execute; begin   SetThreadPriority(Handle, THREAD\_PRIORITY\_IDLE);   while not (Terminated or (FCurrentState = sDone)) do     FCurrentState := FNextStates[FCurrentState, FActionFuncs[FCurrentState]]; end;  constructor TCheckThread.Create(CreateSuspended: boolean); begin   inherited Create(CreateSuspended);   InitActionFuncs;   InitNextStates;   FInternalFileList := TStringList.Create; end;  destructor TCheckThread.Destroy; begin   FInternalFileList.Free;   FExternalFileList.Free;   FExternalCRCList.Free;   inherited Destroy; end;  end. |

Эта поток несколько отличается от большинства примеров потоков, которые я описывал до сих пор, поскольку он реализован как машина состояний. Метод Execute просто выполняет функцию действия для каждого состояния, и, в зависимости от результата функции, ищет следующее состояние, требуемое согласно таблице переходов. Одна функция действия считывает список файлов из объекта списка с контрольными суммами, вторая удаляет ненужные контрольные суммы из списка, а третья вычисляет контрольную сумму для конкретного файла и при необходимости корректирует ее. Вся прелесть использования машины состояний в том, что она делает завершение потока намного более четким. Метод Execute вызывает функции действия, ищет следующее состояние и проверяет поток на завершение в цикле while. Так как каждой функции действия обычно требуется несколько секунд для выполнения, завершение потока происходит очень быстро. Кроме того, в коде необходима только одна проверка на завершение, что делает код весьма прозрачным. Мне также нравится, что вся логика машины состояний осуществляется одной строкой кода. Во всем этом есть определенная аккуратность.   
И наконец, рассмотрим код главной формы

|  |
| --- |
| **Код** |
| unit SyncForm;  interface  uses   Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs,   ExtCtrls, StdCtrls, ChecksumList, CheckThread;  type   TForm1 = class(TForm)     FileMemo: TMemo;     Timer1: TTimer;     procedure FormCreate(Sender: TObject);     procedure FormDestroy(Sender: TObject);     procedure Timer1Timer(Sender: TObject);   private     { Private declarations }     FChecksumList: TChecksumList;     FCheckThread: TCheckThread;   public     { Public declarations }   end;  var   Form1: TForm1;  implementation  {$R \*.DFM}  procedure TForm1.FormCreate(Sender: TObject); begin   FChecksumList := TChecksumList.Create;   FCheckThread := TCheckThread.Create(true);   with FCheckThread do   begin     StartDir := 'D:\Netscape Profiles\Martin\News\host-newsgroups.borland.com\';     CheckList := FChecksumList;     Resume;   end; end;  procedure TForm1.FormDestroy(Sender: TObject); begin   with FCheckThread do   begin     Terminate;     WaitFor;     Free;   end;   FChecksumList.Free; end;  procedure TForm1.Timer1Timer(Sender: TObject);  var   TempList: TStringList;  begin   TempList := FChecksumList.GetChecksumList;   with FileMemo do   begin     with Lines do     begin       BeginUpdate;       Assign(TempList);       EndUpdate;     end;     selstart := gettextlen;     perform(em\_scrollcaret, 0, 0);   end;   TempList.Free; end;  end. |

Он относительно прост: поток и список контрольных сумм создаются при запуске программы и уничтожаются при ее закрытии. Список файлов и их контрольных сумм регулярно отображается по таймеру. Имя директории, за которой будет вестись наблюдение, записано в этом файле; читатели, желающие запустить программу, могут захотеть изменить директорию или, возможно, так модифицировать программу, чтобы задавать название директории при запуске программы.   
Эта программа не выполняет операций над разделяемыми данных строго атомарным способом. Есть несколько мест в потоке обновления, где неявно подразумевается, что локальные данные корректны, в то время как соответствующий файл, возможно, был изменен. Хороший пример этого - функция потока "check file". Когда контрольная сумма файла вычислена, поток читает загруженную контрольную сумму для этого файла и корректирует ее при несовпадении с только что вычисленной. Эти две операции не атомарны, поскольку не атомарны многократные вызовы объекта списка контрольных сумм. Это проистекает главным образом из того, что с нашим простым синхронизатором не работают вложенные вызовы синхронизации. Одно из возможных решение - дать объекту списка контрольных сумм два новых метода: "Блокировка для чтения" и "Блокировка для записи". Блокировку можно было бы применить для монопольного захвата общих данных, либо для чтения, либо для записи, и тогда проводить многократные операции чтения или записи. Тем не менее, это еще не решает всех возможных проблем синхронизации. Более передовые решения будут обсуждаться в этой главе позже.   
Так как внутренняя работа синхронизатора происходит на уровне Delphi, можно получить оценку того, как часто в действительности происходят конфликты потоков. Если установить точку останова в циклы while процедур EndRead и EndWrite, то программа будет приостановлена, если поток чтения или записи были блокированы, пытаясь получить доступ к ресурсу. Реально программа попадает в точку останова, когда ожидающий поток разблокируется, но все равно можно подсчитать конфликты. В данном примере эти конфликты случаются совсем редко, особенно при низкой загрузке, но если количество файлов и контрольных сумм становится большим, конфликты происходят все чаще, поскольку больше времени тратится на получение и копирование разделяемых данных.   
  
Введение в события (Events).  
  
События, возможно, одни из самых простых для понимания примитивов синхронизации, но я предпочел оставить рассказ о них до этого момента, поскольку их лучше всего использовать совместно с другими методами синхронизации. Есть два типа событий: события ручного сброса **manual reset** и автоматического **auto reset**. Сейчас мы рассмотрим события ручного сброса. Событие работает подобно светофору (или стоп-сигналу для читателей из США). У него есть два возможных состояния: сигнальное (аналогично зеленому светофору) и несигнализированное (аналогично красному светофору). Когда событие в сигнальном состоянии, потоки, ожидающие события, не заблокированы и продолжают выполнение. Когда состояние несигнализированное, потоки, ожидающие события, заблокированы, пока оно не перейдет в сигнальное состояние. Win32 API предоставляет набор функций для работы с событиями.

* CreateEvent / OpenEvent: Эти функции подобны другим функциям Win32 для создания или открытия объектов синхронизации. Кроме того, что событие может создаваться или в сигнальном, или в несигнальном состоянии, имеется логический флаг, указывающий, будет ли это событие ручного или автоматического сброса.
* SetEvent: Устанавливает состояние события в сигнальное, запуская таким образом все потоки, ожидающие события, и позволяет новым потокам проходить без блокировки.
* ResetEvent: Устанавливает состояние события в несигнальное, блокируя таким образом все потоки, ожидающие события.
* PulseEvent: Осуществляет установку-сброс события. Следовательно, все потоки, ожидающие события, запускаются, но новые потоки, появившиеся позже, будут блокированы.

Ссобытия с автосбросом являются особым случаем событий с ручным сбросом. Для них сигнальное состояние переходит в несигнализированное, как только один поток пройдет через событие без блокировки, или один поток освобождается. В этом смысле, они работают почти идентично семафорам, и если программист использует события с автосбросом, он должны подумать об использовании вместо них семафоров, чтобы сделать поведение механизма синхронизации более очевидным.   
  
Моделирование событий с помощью семафоров.  
  
Примитив события можно в реальности создать, используя семафоры: возможно использовать семафор для условной блокировки всех потоков, ожидающих примитив события и разблокировать их, когда примитив в сигнальном состоянии. Для того, чтобы так сделать, используется метод, аналогичный алгоритму синхронизатора . У события есть две части состояния: логическая, указывающая, в сигнальном ли состоянии событие, и счетчик числа потоков, блокированных в данный момент семафором события. Вот как реализованы действия:

* CreateEvent: Создается объект события, счетчик блокированных потоков устанавливается нулевым, и сигнальное состояние устанавливается согласно параметру конструктора.
* SetEvent: Устанавливается сигнальное состояние, не блокирующее входящие потоки. Кроме того, проверяется счетчик потоков, блокированных семафором, и если он ненулевой, то семафор повторно сигнализирует, пока все потоки не разблокируются.
* ResetEvent: Сигнальное состояние устанавливается для блокировки входящих потоков.
* PulseEvent: Все потоки, блокированные в данный момент семафором, разблокируются, но изменений в сигнальном состоянии не происходит.
* WaitForEvent: Проверяется сигнальное состояние события. Если событие сигнализировано, то сигнализируется внутренний семафор, и счетчик потоков, блокированных семаформ, уменьшается. Затем счетчик увеличивается и осуществляется ожидание внутреннего семафора.

Вот код моделирования события с использованием семафоров.

|  |
| --- |
| **Код** |
| unit SimulatedEvent;  { Martin Harvey 4/6/2000 }  interface  uses Windows;  type   TSimulatedEvent = class   private     FBlockCount: integer;     FSignalled: boolean;     FDataSection: TRTLCriticalSection;     FBlockSem: THandle;   protected   public     constructor Create(CreateSignalled: boolean);     destructor Destroy; override;     procedure SetEvent;     procedure ResetEvent;     procedure PulseEvent;     procedure WaitFor;   published   end;  implementation  constructor TSimulatedEvent.Create(CreateSignalled: boolean); begin   inherited Create;   FSignalled := CreateSignalled;   InitializeCriticalSection(FDataSection);   FBlockSem := CreateSemaphore(nil, 0, High(Integer), nil); end;  destructor TSimulatedEvent.Destroy; begin   DeleteCriticalSection(FDataSection);   CloseHandle(FBlockSem);   inherited Destroy; end;  procedure TSimulatedEvent.SetEvent; begin   EnterCriticalSection(FDataSection);   FSignalled := true;   while FBlockCount > 0 do   begin     ReleaseSemaphore(FBlockSem, 1, nil);     Dec(FBlockCount);   end;   LeaveCriticalSection(FDataSection); end;  procedure TSimulatedEvent.ResetEvent; begin   EnterCriticalSection(FDataSection);   FSignalled := false;   LeaveCriticalSection(FDataSection); end;  procedure TSimulatedEvent.PulseEvent; begin   EnterCriticalSection(FDataSection);   while FBlockCount > 0 do   begin     ReleaseSemaphore(FBlockSem, 1, nil);     Dec(FBlockCount);   end;   LeaveCriticalSection(FDataSection); end;  procedure TSimulatedEvent.WaitFor; begin   EnterCriticalSection(FDataSection);   if FSignalled then   begin     Dec(FBlockCOunt);     ReleaseSemaphore(FBlockSem, 1, nil);   end;   Inc(FBlockCount);   LeaveCriticalSection(FDataSection);   WaitForSingleObject(FBlockSem, INFINITE); end;  end. |

Если читатель разобрался в работе простого синхронизатора, то этот код должен быть довольно легок для понимания. Реализация могла бы быть немного упрощена заменой циклов while, которые разблокируют потоки, единственным оператором, который увеличивает счетчик семафора на необходимую величину, тем не менее осуществленный здесь метод более соответствует реализации вышеописанного синхронизатора.   
  
Простой MREWS с использованием событий.  
  
Управляющие структуры, требуемые для имитации события с использованием семафоров, подобны структурам, использованным в простом синхронизаторе. Таким образом, имеет смысл попытаться создать синхронизатор, используя события вместо семафоров. Это не слишком трудно:

|  |
| --- |
| **Код** |
| unit EventSync;  { Martin Harvey 5/6/2000 }  interface  uses Windows;  type   TEventSynchronizer = class(TObject)   private     FDataLock, FWriteLock: TRTLCriticalSection;     FReaders, FWriters: integer;     FNoReaders, FNoWriters: THandle;   protected   public     constructor Create;     destructor Destroy; override;     procedure StartRead;     procedure StartWrite;     procedure EndRead;     procedure EndWrite;   published   end;  implementation  constructor TEventSynchronizer.Create; begin   inherited Create;   InitializeCriticalSection(FDataLock);   InitializeCriticalSection(FWriteLock);   FNoReaders := CreateEvent(nil, true, true, nil);   FNoWriters := CreateEvent(nil, true, true, nil); end;  destructor TEventSynchronizer.Destroy; begin   DeleteCriticalSection(FDataLock);   DeleteCriticalSection(FWriteLock);   CloseHandle(FNoReaders);   CloseHandle(FNoWriters);   inherited Destroy; end;  procedure TEventSynchronizer.StartRead;  var   Block: boolean;  begin   EnterCriticalSection(FDatalock);   if FReaders = 0 then     ResetEvent(FNoReaders);   Inc(FReaders);   Block := FWriters > 0;   LeaveCriticalSection(FDataLock);   if Block then     WaitFor |